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ABSTRACT
As the popularity of Internet-connected devices for residential use increases, it is important to ensure that they meet appropriate security goals, given that they interact with the physical world through sensors and actuators. Zigbee is a wireless communication protocol that is commonly used in smart home environments, which builds on top of the IEEE 802.15.4 standard. In this work we present a security analysis tool, called Zigator, that enables in-depth study of Zigbee networks. In particular, we study the security consequences of the design choice to disable MAC-layer security in centralized Zigbee networks. We show that valuable information can be gained from passive inspection of Zigbee traffic, including the identification of certain encrypted NWK commands, which we then use to develop selective jamming and spoofing attacks. An attacker may launch these attacks in order to force the end user to factory reset targeted devices and eventually expose the network key. We validated our attacks by setting up a testbed, using open-source tools, that incorporates commercial Zigbee devices. Finally, we publicly release the software tools that we developed and the Zigbee packets that we captured, to contribute back to the research community.
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1 INTRODUCTION
Smart homes are an application of the Internet of Things (IoT) [3] where everyday devices are connected to the Internet as either sensors, actuators, or both. This level of connectivity enables residents to monitor the state of their devices, issue commands to change their states, as well as automate common tasks. Several communication protocols may operate concurrently in a smart home to facilitate this, mainly because different devices have different requirements, that are usually bridged by a smart hub. Some devices require a high-data-rate connection to operate satisfactorily, while others have relaxed throughput requirements so the focus is shifted to low power consumption and low manufacturing cost. But along with the benefits that smart home devices bring, they also raise serious security concerns because they interact with the physical world. Breaching the security of their communication protocols can thus impact the physical security of the residents.

One of the most widely used communication protocols for IoT devices, especially in smart home environments, is Zigbee [43]. The Zigbee protocol defines the upper layers of the IEEE 802.15.4 standard to provide low-data-rate wireless connectivity to low-cost devices with low power consumption. The IEEE 802.15.4 standard defines the PHY and MAC layers of the protocol stack, with home automation being one of its main applications [9]. The operation of
Zigbee networks is defined by the Zigbee Alliance, a group of companies that also certifies Zigbee products which are supported by numerous smart home ecosystems including Samsung SmartThings and Amazon’s Echo Plus [42]. However, the Zigbee Alliance does not impose security decisions on manufacturers [45, p. 442]. Furthermore, Zigbee networks remain largely unmonitored in smart homes. Hence, the development of comprehensive security analysis tools is of paramount importance to independent researchers.

Several attacks have been demonstrated against Zigbee networks including device hijacking [23], a Zigbee worm [27], and, more recently, remote code execution [10]. The aforementioned demonstrations are, for the most part, limited to distributed Zigbee networks because they exploit vulnerabilities specific to the distributed security model such as (a) the use of unsecured factory-reset commands, (b) knowledge of a leaked encryption key under non-disclosure agreement, and (c) the use of proximity-based commissioning. These are inherently absent in centralized Zigbee networks, where a single device takes the role of the Trust Center that manages encryption keys and authorizes devices requesting to join the network. Even though centralized Zigbee networks are recommended for higher security [48], they have received less attention from the research community, especially since Zigbee 3.0 devices have been commercially available that address some prior vulnerabilities. To add to the challenge, there is a lack of robust security analysis tools for Zigbee networks, commercial Zigbee devices use closed-source software, and certain specification documents have not been released to the public. Previous studies that incorporate centralized Zigbee networks largely demonstrate information leakage from encrypted traffic [1, 17, 35, 41], such as the identification of triggered events, without exploring how an attacker may use this information to disrupt the operation of centralized Zigbee networks. While several command injection attacks have been demonstrated against centralized Zigbee networks [8, 21, 49], these attacks require knowledge of the network key. However, to the best of our knowledge, realistic methods by which an attacker can acquire this encryption key have not been thoroughly explored.

In this work we present a security analysis tool, called Zigator, that we developed in order to study the exposure of Zigbee networks to passive and active attacks due to the design choice to not utilize security services on the MAC layer. In fact, the Zigbee PRO 2015 specification states that NWK commands should disable MAC-layer security “since any secured frame originating from the NWK layer shall use NWK layer security” [45, p. 269]. We show that an attacker can infer valuable information from operational Zigbee networks, including the logical device type of every Zigbee device. In addition, despite the use of encryption on the NWK layer, we show that an attacker can identify half of all possible NWK commands with 100% accuracy. We use this information to develop selective jamming and spoofing attacks that an attacker can launch in order to eventually gain access to the network key. Furthermore, we recommend security enhancements for the commissioning process of Zigbee 3.0 networks to protect against this attack vector.

We validated our attacks by building a testbed, illustrated in Fig. 1, that incorporates commercial Zigbee devices. We contribute to the research community by publicly releasing Zigator, our dataset, and our modifications to several open-source tools\(^1\). Note that even though this work mainly focuses on centralized Zigbee networks, some of our contributions can also be applied to distributed Zigbee networks (e.g., the selective jammer described in Section 4.3).

The rest of this paper is organized as follows. We provide relevant background information in Section 2 and delineate our threat model and assumptions in Section 3. Section 4 details the instrumentation background information in Section 2 and delineate our threat model and assumptions in Section 3. Section 4 details the instrumentation and assumptions in Section 3. Finally, we review related work in Section 8 and conclude in Section 9.

## 2 BACKGROUND

In this section we provide a brief overview of the packet format, security models, and logical device types in Zigbee networks.

### Packet format

The operation of Zigbee networks is defined over multiple documents [18, 45–47], not all of which are publicly available\(^2\). The general format of a Zigbee packet, without any security features, is shown in Fig. 2. The actual format of Zigbee packets highly varies because there are multiple packet types that are identified using header fields from the Medium Access Control (MAC), Network (NWK), and Application Support (APS) layers. These packet types include MAC acknowledgments, MAC beacons, MAC commands, NWK commands, APS acknowledgments, and APS commands. Furthermore, the payload of the APS layer may be a Zigbee Device Profile (ZDP) command or a potentially proprietary, Zigbee Cluster Library (ZCL) command. Additional identification fields are used to further differentiate these commands and determine the format of their payloads. Zigbee provides security services for packets on its NWK and APS layers by including an auxiliary header after the header of the corresponding layer and a message integrity code after its payload. Zigbee uses the CCM\(^*\) block cipher mode [45, p. 456] to encrypt the payload and authenticate the header and payload of the corresponding layer using the AES-128 algorithm [24], according to the security level\(^3\) of the security control field [45, p. 425]. The CCM\(^*\) mode extends the CCM mode [12] by adding an encryption-only security level. However, the Zigbee

---

\(1\) Additional resources are available at http://mews.sv.cmu.edu/research/zigator/.

\(2\) For example, the Zigbee PRO 2017 specification has not been released to the public.

\(3\) Zigbee devices overwrite the security level with zeros before transmission, so the receiver has to restore it for the decryption and verification process [45, pp. 381, 387].
Alliance advises against the use of this security level [45, p. 425] since it is vulnerable to a single-packet denial-of-service attack [30]. Thus, an implementation of AES-128 in CCM mode can decrypt and verify typical Zigbee traffic. The nonce consists of the source’s 64-bit IEEE address, a 32-bit frame counter, and the 8-bit security control field [45, p. 427]. The encryption key that is shared across all devices in a Zigbee network is referred to as the network key, while the encryption keys that are used only between pairs of devices are referred to as link keys. The IEEE addresses of Zigbee devices are referred to as their extended addresses, while their locally assigned addresses are referred to as their short addresses. Finally, each Zigbee network uses a Personal Area Network Identifier (PAN ID), which should be unique within its coverage area [45, p. 233].

**Security models.** In order to provide a balance between security and usability, Zigbee supports two security models: distributed and centralized. Distributed Zigbee networks aim for ease of use and consist of Zigbee Routers and Zigbee End Devices, with each Zigbee Router being able to issue encryption keys. Centralized Zigbee networks, which are recommended for higher security and are the main focus of this work, include a Zigbee Coordinator that typically takes the role of the Trust Center in order to manage encryption keys and authorize devices that request to join the network. Depending on the security model, different types of link keys can protect the transport structure of the network key [46, p. 30].

**Logical device types.** Zigbee Coordinators are typically mains-powered devices that can form centralized networks but cannot join other networks. Zigbee Routers are typically mains-powered devices that can form distributed networks but can also join other networks. Both of these logical device types can route packets for other Zigbee devices. Zigbee End Devices are usually battery-powered devices that cannot form either centralized or distributed networks, but can join other networks. Zigbee End Devices usually keep their receivers disabled when they are idle to conserve energy and rely on the Zigbee Coordinator or a Zigbee Router for routing services. Zigbee Routers can form distributed networks but they also keep their receivers enabled during their discovery period. Zigbee End Devices usually do not join other networks and can rely on the Zigbee Coordinator or a Zigbee Router for routing services. Zigbee Routers typically keep their receivers enabled when they are not needed.

3 THREAT MODEL AND ASSUMPTIONS

In keeping with standard security literature, we set the following security objectives for Zigbee networks:

- **Authenticity.** Unauthorized devices should not be able to impersonate authorized devices.
- **Integrity.** The devices should be able to detect and reject tampered packets.
- **Confidentiality.** Unauthorized devices should not have access to sensitive information.
- **Availability.** Networking services should be available to the devices when they are needed.

We assume that the end user and their devices are trusted in the sense that they do not deliberately downgrade the security of the Zigbee network, with the physical security of the devices being outside the scope of this work. The attacker is an outsider that may utilize more powerful hardware than that of the network’s devices,

such as high-gain directional antennas and a laptop computer. We assume that the attacker has no prior knowledge of any network key, but they have knowledge of the default Trust Center link key since it is publicly available [45, p. 377]. Additionally, we consider the possibility of the attacker having access to a subset of install codes, as we discuss in Section 7.3. Furthermore, we assume that the attacker is not present during the initial formation of the Zigbee network. If that were the case, violation of the aforementioned security objectives is trivial as long as a single legacy Zigbee device exists in the network or the install code of a Zigbee 3.0 device is known. Finally, our discussions in the following sections assume that the end user’s Zigbee network is using the centralized security model. Note that we do not take into account Zigbee End Devices that keep their receivers enabled when they are idle, low-power routers, Green Power devices, or beacon-enabled networks. Although these configurations are supported according to the Zigbee PRO 2015 specification [45], to the best of our knowledge, they are not widely used in smart home environments at the time of writing.

Ultimately, the goal of the attacker is to obtain the network key from an already formed Zigbee network. Currently, the security of Zigbee-enabled smart homes depends heavily on its secrecy. An attacker that gains access to the network key can decrypt most of the encrypted payloads and inject commands that change the state of the end user’s devices, violating our security objectives.

4 TESTBED INSTRUMENTATION

There are three core functionalities that we instrument in our testbed to analyze the security of operational Zigbee networks: (a) packet sniffing, (b) packet injection, and (c) packet jamming. These form the building blocks for the development of more sophisticated attacks. For example, as illustrated in Fig. 3, an attacker can monitor Zigbee traffic until a packet of interest is being transmitted in order to interfere with its transmission and then inject a spoofed packet. We demonstrate such an attack at the end of this section.

4.1 Packet Sniffing

The most fundamental functionality that we require is the ability to capture Zigbee packets. We used a USRP N210 [14] to capture I/Q signals and perform demodulation in software. In particular, we used GNU Radio [15] with the gr-ieee802-15-4 module [5] to receive IEEE 802.15.4 packets and then store them in PCAP format with the gr-fifo module [4]. The main reason why we opted to use a software-defined radio, instead of an IEEE 802.15.4 USB adapter, is that it also allows us to analyze the effectiveness of packet jamming.

The resulting PCAP files were inspected using Wireshark [37], which can decrypt encrypted payloads if the corresponding encryption keys are provided. However, there is no widespread use of a suitable configuration profile. Certain header fields are vital for the
We release a collection of GNU Radio Companion flow graphs that we used in order to conduct the experiments of this paper. As a result, we modified the firmware of an ATUSB \[25\] in order to implement a selective jammer \[6\], which selectively jams the transmission of legitimate packets. We reproduced Bloessl’s implementation of a selective jammer \[6\], which selectively jams packet types. For example, we grouped commands that affect the membership and encryption keys of the devices (e.g., Association Request, Rejoin Request, and Transport Key commands), while Data Requests were colored uniquely because, as we describe in Section 7.1, they provide valuable information about the logical device types of their transmitters and receivers. Fig. 4 showcases a few of these coloring rules in Wireshark’s packet list pane.

4.2 Packet Injection

The next required functionality is the injection of arbitrary packets. Several header fields that are used in Zigbee packets have been implemented in Scapy \[33\], which enables us to easily forge arbitrary packets. Fig. 5 depicts a simplified GNU Radio Companion flow graph that enables the reception and logging of IEEE 802.15.4 packets with one antenna and the transmission of forged IEEE 802.15.4 packets that are sent over a UDP connection with another antenna. We provide Fig. 7, which shows the magnitude of a captured I/Q signal, to demonstrate how selective jamming can be combined with packet injection to launch more sophisticated attacks. The jamming condition of this experiment was satisfied only for packets of a specified network that request a MAC acknowledgment. In order to be able to spoof a MAC acknowledgment after interfering with the transmission of a legitimate packet, our jammer stored its MAC sequence number when it was received. The jamming packet was then transmitted, while the spoofed MAC acknowledgment was transmitted shortly after the transmission of the legitimate packet was completed. It is important to note that even though Zigbee devices use secured APS acknowledgments to protect user commands, MAC and NWK commands are still relying on unsecured MAC acknowledgments. We take advantage of this fact to develop the attacks that we present in Section 7.3.

4.3 Packet Jamming

The third functionality that we need is the ability to interfere with the transmission of legitimate packets. We reproduced Bloessl’s implementation of a selective jammer \[6\], which selectively jams all packets that are destined for a specific device. However, this implementation does not provide sufficient control over the jamming condition to launch the attacks that we present in Section 7.3. To this end, we modified the ATUSB firmware \[26\] as follows:

- Whenever an RX_START interrupt is detected, which is issued typically 9 microseconds after a PHY header has been received \[2, p. 158\], we retrieve the length of the packet that we are receiving from the frame buffer.
- Then we wait for 32 microseconds, i.e. the time that it takes for the transmission of a single byte \[18, p. 163\], and after that we retrieve the next byte from the frame buffer.
- We repeat the previous process until we can determine whether the jamming condition is satisfied or not.
- If the jamming condition is satisfied, we force a transition from the BUSY_RX state to the PLL_ON state, using the FORCE_PLL_ON command, and then we transmit an arbitrary packet by transitioning to the BUSY_TX state, whose length depends on the length of the receiving packet and the number of bytes that we have processed.
- After that, we transition back to the RX_ON state and wait for the next RX_START interrupt.

We also provide a visual description of our jammer’s behavior in Fig. 6. Note that our implementation \[7\] supports the definition of arbitrary jamming conditions for the selective jammer, which enabled us to launch our proof-of-concept attacks.

We provide Fig. 7, which shows the magnitude of a captured I/Q signal, to demonstrate how selective jamming can be combined with packet injection to launch more sophisticated attacks. The jamming condition of this experiment was satisfied only for packets of a specified network that request a MAC acknowledgment. In order to be able to spoof a MAC acknowledgment after interfering with the transmission of a legitimate packet, our jammer stored its MAC sequence number when it was received. The jamming packet was then transmitted, while the spoofed MAC acknowledgment was transmitted shortly after the transmission of the legitimate packet was completed. It is important to note that even though Zigbee devices use secured APS acknowledgments to protect user commands, MAC and NWK commands are still relying on unsecured MAC acknowledgments. We take advantage of this fact to develop the attacks that we present in Section 7.3.

---

1 Available at https://github.com/akestoridis/wireshark-zigbee-profile.
2 This type of read access is supported by the AT86RF231 transceiver \[2, p. 126\].
3 Available at https://github.com/akestoridis/atusb-attacks.
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Figure 6: Our selective jammer provides fine-grained control over the jamming condition by reading the bytes of a transmitted packet as they are being received to determine whether it will be jammed or not before the completion of its transmission.

Figure 7: Captured I/Q signal during the selective jamming of a Zigbee packet and injection of a MAC acknowledgment.

5 SECURITY ANALYSIS WITH ZIGATOR

In this section we provide an overview of Zigator, the software tool that we developed in Python to analyze the security of Zigbee networks. Zigator’s main dependency is the Scapy library. Specifically, Zigator uses the dot15d4 and zigbee layers of the Scapy library to parse captured Zigbee packets and forge new ones for injection. However, at the time of writing, several header fields and frame types have not been implemented in the latest version of Scapy (v2.4.3) that are vital to our research. Hence, we forked Scapy and implemented these enhancements for Zigator.

PyCryptodome is another library that Zigator heavily uses. After parsing the unencrypted header fields of an encrypted packet, Zigator constructs the nonce and authenticated section of the packet in order to decrypt and verify it using AES-128 in CCM mode. We also used PyCryptodome’s implementation of AES-128 to implement the Matyas-Meyer-Oseas (MMO) hash function. Since Zigbee uses message digests of the same length as the block size of AES-128, the message digest \( H_t \) of a bitstring \( x \), that is padded and divided into \( t \) 128-bit blocks, is computed iteratively as

\[
H_i = E_{H_{i-1}}(x_t) \oplus x_i, \quad 1 \leq i \leq t,
\]

where \( H_0 = 0 \) and \( E_K(\cdot) \) denotes the encryption function of AES parameterized by a 128-bit key \( K \). The MMO hash function is used in Zigbee 3.0 networks to derive the preconfigured Trust Center link key of Zigbee 3.0 devices from their install codes. Furthermore, the MMO hash function is also used to define Zigbee’s keyed-hash message authentication code (HMAC) to derive the encryption key of certain APS-layer protected packets, which has also been implemented in Zigator.

Zigator stores almost all possible header fields of the captured packets in an SQLite database, along with other metadata and inferred information that we discuss in Section 7.1. This approach enables us to gain valuable insight into the nature of Zigbee traffic because it allows us to execute detailed SQL queries. Zigator also provides a feature-rich command-line interface, which allows the security analyst to visualize their data as well as send forged packets for injection over UDP. In addition, Zigator can train decision tree classifiers, using the Scikit-learn library, to distinguish different packet types, which provided vital information for the development of the generalized decision tree that we present in Section 7.2. Subsequently, we present our experimental setup and analyze the security of Zigbee networks using Zigator.

6 EXPERIMENTAL SETUP

We captured packets that were generated from ten commercial Zigbee devices, shown in Fig. 8. We used the third generation of the SmartThings Hub (IM6001-V3P01) as our Zigbee Coordinator for half of our experiments, while the second generation of the SmartThings Hub (STH-ETH-200) was used for the other half (see Fig. 8 and 8i respectively). It should be noted that only the former can commission Zigbee 3.0 devices using their install codes; the latter uses the default Trust Center link key to commission them. The Zigbee 3.0 devices that we used are a SmartThings Outlet (IM6001-OTP01), a SmartThings Motion Sensor (IM6001-MTP01), a SmartThings Smart Bulb, and a Schlage Connect Smart Deadbolt.
(see Fig. 8h, 8c, 8d, and 8a respectively). The remaining devices are legacy Zigbee devices that use the default Trust Center link key for their commissioning process. In particular, the legacy Zigbee devices that we used are a Centralite 3-Series Smart Outlet, a SmartThings Motion Sensor (F-IRM-US-2), a SmartThings Multipurpose Sensor (F-MLT-US-2), and a Yale Assure Lock Touchscreen Deadbolt (see Fig. 8g, 8b, 8e, and 8f respectively).

In order to study a representative sample of NWK commands, we conducted eight experiments that we codenamed as H-T, where $H \in \{\text{sth2, sth3}\}$ and $T \in \{\text{room, duos, house, trios}\}$. We use $H = \text{sth2}$ to refer to the experiments where the STH-ETH-200 hub was used, while we use $H = \text{sth3}$ to refer to the experiments where the IM6001-V3P01 hub was used. We use $T = \text{room}$ to refer to the experiments where the devices were placed in a single room, while $T = \text{duos}$ refers to the experiments where the Zigbee network consisted of only a hub and one other device at a time. Furthermore, $T = \text{house}$ refers to the experiments where the devices were placed in three different rooms. Finally, $T = \text{trios}$ refers to the experiments where the Zigbee network consisted of only a hub, a Zigbee Router, and one other device at a time. For example, sth3-room corresponds to the experiment where we used the IM6001-V3P01 hub and all the devices were placed in a single room.

Before the start of each experiment, we performed a factory reset on the hub. Next, we registered the hub using the SmartThings smartphone application [28] to initialize our Zigbee network. Note that the default configuration for both hubs was to disable automatic firmware updates for Zigbee devices, while only the STETH-ETH-200 hub accepted unsecured Rejoin Requests [34]. Our USRP N210 [14] was continuously capturing IEEE 802.15.4 packets on the selected channel. In order to collect a wide range of different NWK commands, we performed multiple actions during each experiment that included adding devices to our network, triggering sensors, issuing commands to actuators, reassociating devices, powering off devices, and causing PAN ID conflicts. We combined these actions to form a procedure that was common across our eight experiments. A detailed description of our procedure is included in our dataset, which will be available on CRAWDAD [11]. Table 1 shows the number of different packet types that we captured throughout our experiments, which lasted about 34.644 hours in total.

### 7 RESULTS

In this section we demonstrate the consequences of disabled MAC-layer security in centralized Zigbee networks. First, we show that valuable information can be inferred from operational Zigbee networks, which we then use to develop a decision tree for the identification of encrypted NWK commands. Finally, we launch selective jamming and spoofing attacks that force the end user to factory reset one of their devices and eventually expose the network key.

#### 7.1 Reconnaissance Attacks

An attacker can infer the topology of a Zigbee network in their vicinity by logging distinct pairs of source and destination addresses from MAC headers. For example, Fig. 9 was generated by observing the addressing fields of MAC Data packets with PAN ID 0x957f during the sth2-house experiment. While identifying the Zigbee Coordinator is trivial, since it always uses 0x0000 as its short address [45, p. 325], the topology alone is not sufficient to determine the logical device type of all the devices with absolute certainty.

**Identifying logical device types actively.** We can identify Zigbee Routers by exploiting the fact that only Zigbee Routers and the Zigbee Coordinator respond to Beacon Requests. By injecting a Beacon Request and then observing which devices responded with a beacon, the attacker can identify all Zigbee Routers that are within communication range. Recall that Zigbee devices do not utilize any security services on the MAC layer, meaning that an attacker can spoof any of the MAC commands shown in Table 2. To verify that the non-responding devices are indeed Zigbee End Devices, the attacker can spoof an Orphan Notification for a potential Zigbee End Device so that, if it is indeed a Zigbee End Device, its parent will respond with a Coordinator Realignment. We validated both of these attacks using our testbed without observing any side effects on the normal operation of the network. Note that during our experiments, even though only legacy Zigbee End Devices transmitted Orphan Notifications, all Zigbee Routers and Zigbee Coordinators responded with Coordinator Realignments regardless of whether the supposedly orphaned device was a legacy or a Zigbee 3.0 device.

**Matching short and extended addresses.** While the attacker does not have to impersonate another device to inject a valid Beacon Request, the attacker needs the device’s extended address in order to successfully spoof an Orphan Notification. Nevertheless, the attacker can acquire this information by inspecting Zigbee traffic passively. Unlike the addressing fields of the MAC header (where either the short address, the extended address, or no address is used for the source and the destination fields of the packet [18, p. 57]), the addressing fields of the NWK header always include both short addresses and they may also include the corresponding extended addresses [45, p. 263]. In fact, every NWK command is required to include the extended address of its source [45, p. 269]. The extended

<table>
<thead>
<tr>
<th>Packet Type</th>
<th>Number of Packets</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAC Acknowledgment</td>
<td>215,371</td>
</tr>
<tr>
<td>MAC Beacon</td>
<td>2,182</td>
</tr>
<tr>
<td>MAC Command</td>
<td>97,971</td>
</tr>
<tr>
<td>NWK Command</td>
<td>77,176</td>
</tr>
<tr>
<td>APS Acknowledgment</td>
<td>55,080</td>
</tr>
<tr>
<td>APS Command</td>
<td>3,317</td>
</tr>
<tr>
<td>ZDP Command</td>
<td>47,153</td>
</tr>
<tr>
<td>ZCL Command</td>
<td>73,259</td>
</tr>
</tbody>
</table>
address of the destination is also included when it is known and the NWK command is not being broadcasted. In addition, every packet that utilizes NWK-layer security services is required to include the transmitter’s extended address in the auxiliary header [45, p. 381], which will match with the short address of the source in the MAC header. Since MAC-layer security is disabled on Zigbee networks, all of these header fields are transmitted unencrypted. Thus, a passive attacker can match extended addresses with short addresses and vice versa simply by inspecting MAC Data packets.

Identifying logical device types passively. As we described at the beginning of this subsection, the Zigbee Coordinator can be identified without injecting any packet. An attacker would ideally like to be able to identify Zigbee Routers and Zigbee End Devices passively as well. This would require the observation of packets that are known to be transmitted (or received) either only by Zigbee Routers or only by Zigbee End Devices. Indeed, a Zigbee End Device will periodically transmit Data Requests to its parent in order to poll for pending packets [45, p. 201]. Caution is needed during the inspection of Data Requests because Zigbee Routers are also using them when they join the network [18, p. 32]; however, the source of the Data Request will use its extended address in this case [45, p. 488]. After a successful association, the source of the Data Request will use its short address to poll for pending packets [18, p. 71]. As we would expect, whenever the source address of a Data Request was a short address, it was transmitted by a Zigbee End Device throughout our experiments. Note that the attacker can use Data Requests to passively identify Zigbee Routers as well, since only Zigbee Routers and the Zigbee Coordinator are the recipients of these packets. However, in order to identify Zigbee Routers that do not have any children, the attacker will have to observe packets that are transmitted only by Zigbee Routers. There are MAC commands that could be used for this purpose, but they are not transmitted regularly. Hence, we turn to NWK commands (shown in Table 3). Indeed, the Zigbee Coordinator and all Zigbee Routers are periodically transmitting Link Status commands [45, p. 343]. Even though the NWK Command Identifier field is typically encrypted, an attacker can distinguish Link Status commands from other packets by inspecting some of their unencrypted header fields, as we show in Section 7.2. Thus, it is possible for a passive attacker to infer the logical device type of every Zigbee device.

Identifying hardware devices. The extended address of a device corresponds to a unique 64-bit IEEE address [18, p. 57], which contains an organizational identifier [20]. Since the Zigbee Alliance maintains a publicly available registry of certified Zigbee products [44], an attacker may attempt to identify the hardware device from which the observed traffic is generated by using its organization name as a search keyword on that registry. In addition, smart hub vendors typically publish similar lists of supported devices (e.g., the “Works with SmartThings” webpage [29]), which can also be utilized if the vendor of the smart hub can be identified. The list of possible hardware devices can be further narrowed down by taking into account the logical device type that the attacker inferred for that device. For example, the extended address of the SmartThings Outlet (IM6001-OTP01) that we used in our experiments is 28:6d:97:00:01:09:4b:c8, with its organizational identifier being 0x286d97, which is assigned to SAMJIN Co., Ltd. [19]. At the time of writing, a search for that organization on the Zigbee Alliance’s registry returns five certified Zigbee products. However, only one of these products is used as a Zigbee Router, which indeed matches our device. It is important to note that other organizational identifiers did not yield results that were as conclusive, because they corresponded to System-on-Chip (SoC) manufacturers whose products are found in a wide range of Zigbee devices.

Identifying legacy Zigbee devices. The attacker is interested in distinguishing legacy Zigbee devices from Zigbee 3.0 devices, especially in Zigbee 3.0 networks, because the former use the default Trust Center link key to join a network, which makes them potential targets for attacks as we explain in Section 7.3. The registry of certified Zigbee products provides this information, assuming that the attacker was able to identify the hardware device. For example, currently all certified Zigbee products by SAMJIN Co., Ltd. are Zigbee 3.0 devices. Additionally, we observed that in our experiments only Zigbee 3.0 devices transmitted End Device Timeout Requests. When this NWK command is transmitted, its parent is expected to transmit an End Device Timeout Response. However, this pair of NWK commands was introduced in the Zigbee PRO 2015 specification, so it is not supported by several legacy Zigbee devices [45, p. 363]. The attacker can make Zigbee End Devices rejoin their network by causing a PAN ID conflict, described in Section 7.3, in order to observe which ones transmitted an End Device Timeout Request and which parents responded with an End Device Timeout Response. As we show in the following subsection, the attacker can identify these NWK commands with 100% accuracy, even though their NWK Command Identifier field is transmitted encrypted.

<table>
<thead>
<tr>
<th>MAC Command Name</th>
<th>Number of Packets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Association Request</td>
<td>223</td>
</tr>
<tr>
<td>Association Response</td>
<td>246</td>
</tr>
<tr>
<td>Data Request</td>
<td>95,198</td>
</tr>
<tr>
<td>Orphan Notification</td>
<td>121</td>
</tr>
<tr>
<td>Beacon Request</td>
<td>2,044</td>
</tr>
<tr>
<td>Coordinator Realignment</td>
<td>139</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NWK Command Name</th>
<th>Number of Packets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Route Request</td>
<td>22,191</td>
</tr>
<tr>
<td>Route Reply</td>
<td>1,614</td>
</tr>
<tr>
<td>Network Status</td>
<td>10,389</td>
</tr>
<tr>
<td>Leave</td>
<td>340</td>
</tr>
<tr>
<td>Route Record</td>
<td>24,475</td>
</tr>
<tr>
<td>Rejoin Request</td>
<td>316</td>
</tr>
<tr>
<td>Rejoin Response</td>
<td>320</td>
</tr>
<tr>
<td>Link Status</td>
<td>16,305</td>
</tr>
<tr>
<td>Network Report</td>
<td>624</td>
</tr>
<tr>
<td>Network Update</td>
<td>371</td>
</tr>
<tr>
<td>End Device Timeout Request</td>
<td>141</td>
</tr>
<tr>
<td>End Device Timeout Response</td>
<td>90</td>
</tr>
</tbody>
</table>

Table 2: Number of different MAC commands in our dataset.

Table 3: Number of different NWK commands in our dataset.
Table 4: Sets of possible feature values for the identification of encrypted NWK commands. We denote logical device types with their initials, while the feature values that were observed in our dataset are in boldface. It should be noted that some of the feature values in the last two columns are not explicitly stated in the Zigbee PRO 2015 specification.

<table>
<thead>
<tr>
<th>NWK Command Name</th>
<th>Payload Length (bytes)</th>
<th>Radius‡</th>
<th>NWK Destination Type</th>
<th>NWK Source Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Route Request</td>
<td>{5, 13}</td>
<td>{2d, 2d – 1, …}</td>
<td>{0xfffc}</td>
<td>{ZC, ZR, ZED}</td>
</tr>
<tr>
<td>Route Reply</td>
<td>{7, 15, 23}</td>
<td>{2d, 2d – 1, …}</td>
<td>{ZC, ZR}</td>
<td>{ZC, ZR}</td>
</tr>
<tr>
<td>Network Status</td>
<td>{1, 3}</td>
<td>{2d, 2d – 1, …}</td>
<td>{ZC, ZR, ZED, 0xfffd}</td>
<td>{ZC, ZR, ZED}</td>
</tr>
<tr>
<td>Leave</td>
<td>{1}</td>
<td>{1}</td>
<td>{ZC, ZR, ZED, 0xfffd}</td>
<td>{ZC, ZR, ZED}</td>
</tr>
<tr>
<td>Route Record</td>
<td>{1, 3, 5, …}</td>
<td>{2d, 2d – 1, …}</td>
<td>{ZC, ZR}</td>
<td>{ZC, ZR, ZED}</td>
</tr>
<tr>
<td>Rejoin Request</td>
<td>{1}</td>
<td>{1}</td>
<td>{ZC, ZR}</td>
<td>{ZC, ZR, ZED}</td>
</tr>
<tr>
<td>Rejoin Response</td>
<td>{3}</td>
<td>{1}</td>
<td>{ZR, ZED}</td>
<td>{ZC, ZR}</td>
</tr>
<tr>
<td>Link Status</td>
<td>{1, 4, 7, …}</td>
<td>{1}</td>
<td>{0xfffc}</td>
<td>{ZC, ZR}</td>
</tr>
<tr>
<td>Network Update</td>
<td>{11, 13, 15, …}</td>
<td>{2d, 2d – 1, …}</td>
<td>{ZC}‡</td>
<td>{ZR}‡</td>
</tr>
<tr>
<td>End Device Timeout Request</td>
<td>{12}</td>
<td>{2d, 2d – 1, …}</td>
<td>{0xffff}</td>
<td>{ZC}</td>
</tr>
<tr>
<td>End Device Timeout Response</td>
<td>{2}</td>
<td>{1}</td>
<td>{ZC, ZR}</td>
<td>{ZED}</td>
</tr>
</tbody>
</table>

‡The radius is the number of hops that a Zigbee packet is allowed to make [45, p. 221], while we use d to denote the maximum depth of the Zigbee network.

§We assume that the Zigbee Coordinator has been designated as the network manager, which is the default configuration [45, p. 297].

7.2 Identification of NWK Commands

It should be clear that the attacker would benefit significantly from having the ability to identify encrypted NWK commands. While the NWK Frame Type field is always transmitted unencrypted, since it is part of the NWK header and MAC-layer security is disabled, the NWK Command Identifier field is typically encrypted because it is part of the NWK payload. Hence, a passive observer can distinguish NWK commands from other packet types, but not which NWK command it actually is. We constructed Table 4, which contains sets of possible values for four features that could be used for the classification of encrypted NWK commands. The values of the Payload Length and Radius columns were based on the requirements of the Zigbee PRO 2015 specification [45, p. 269]. However, the specification does not explicitly state the possible types of the NWK destination and source address fields for all NWK commands. As a result, some of the values in these two columns are based on our understanding of the specification, the experiments that we conducted, and the assumptions that we made in Section 3. Notice that the payload length varies significantly between different NWK commands, while half of them are limited to single-hop transmissions. Furthermore, notice that certain NWK commands are limited to only certain NWK destination and source types.

Since the length of the MAC protocol data unit (MPDU) is included in the PHY header [18, p. 160] and all header fields that affect its expected length are transmitted unencrypted (e.g., whether the extended address of the NWK destination is present or not), the attacker can compute the payload length of NWK commands as they are being transmitted. The Radius field, which indicates how many hops a packet can perform, is transmitted unencrypted as well. Note that even though the Radius field of multi-hop commands may reach a value of 1, we can still distinguish them from single-hop commands by comparing the addressing fields in the MAC and NWK headers to determine whether the packet has traversed the network or not. The NWK destination and source types can be inferred using the methods that we presented in Section 7.1. Using just these features we can construct a decision tree that can identify 6 out of the 12 possible NWK commands with 100% accuracy. The remaining NWK commands may reach an impure leaf node that represents either two or three possibilities for their identification.

We now describe our derived decision rules that achieve 100% accuracy. From Table 4, we observe that only End Device Timeout Request and Response commands can have a payload length of 2 bytes. Furthermore, the source of an End Device Timeout Request command is always a Zigbee End Device and the destination is either the Zigbee Coordinator or a Zigbee Router, while this pattern is reversed for an End Device Timeout Response command. Thus, we can distinguish these two NWK commands from each other by taking into account the NWK destination type. This is depicted in the partial decision tree that we provide in Fig. 10. Next, as we can see in Table 4, the Link Status and the Route Request commands are the only NWK commands that are being broadcast to all Zigbee Routers and the Zigbee Coordinator (denoted by the 0xfffc broadcast address [45, p. 354]). These can be distinguished based on whether they are a single-hop NWK command or not. In addition, notice that Link Status commands are being transmitted only by Zigbee Routers and the Zigbee Coordinator, but we did not have to rely on this fact in order to identify them as Link Status commands.

Figure 10: Partial depiction of our decision tree that shows how to identify three NWK commands with 100% accuracy.
Thus, as we mentioned in Section 7.1, a passive attacker can identify Zigbee Routers through the detection of Link Status commands. We can also identify Network Update and Rejoin Response commands with 100% accuracy, which we discuss in the following subsection in the context of the attacks that we launched.

### 7.3 Key-Transport Attacks

Security researchers have been aware that the transportation of the network key to new devices may not be sufficiently protected since early versions of the Zigbee protocol [39], resulting in "a brief moment of vulnerability" [45, p. 376]. Regarding legacy Zigbee networks, Zillner and Strobl suggested that an attacker could trick the end user to factory reset one of their Zigbee devices using jamming techniques, essentially extending the time frame of the vulnerability [49]. However, a Zigbee 3.0 device can join a Zigbee 3.0 network using an install code, which is used to derive a preconfigured Trust Center link key that is device-specific and transferred to the Trust Center over an out-of-band communication channel in order to encrypt the Zigbee packet that will transport the network key to the new device [46, p. 73]. We now study the effectiveness of this strategy in overcoming the network key leakage vulnerability.

**Assessing the commissioning of Zigbee 3.0 devices.** The install codes of the Zigbee 3.0 devices that we purchased were found on the devices and inside their boxes, while additional stickers were provided for the light bulb. To add a Zigbee 3.0 device to our Zigbee 3.0 network, we scanned its QR code with our smartphone, as shown in Fig. 11a. An option to add a Zigbee 3.0 device without scanning its QR code was provided, which displayed the message shown in Fig. 11b when selected. In that case, the Zigbee Coordinator used the default Trust Center link key to encrypt the Transport Key command. Assuming that unsecured Rejoin Requests are not accepted [34], the attacker’s main strategy for obtaining the network key is to launch a denial-of-service attack that would force the end user to factory reset a device that uses a known Trust Center link key to join the network. The attacker could approach this task by identifying and targeting legacy Zigbee devices. Alternatively, the attacker could target a Zigbee 3.0 device if they can gain access to its install code, which could be leaked if its QR code is visible to the attacker, if the end user did not dispose the device’s box securely, or if the device was previously owned by a different user. The QR codes of our Zigbee 3.0 devices also contained the extended address of their corresponding devices, which the attacker could then easily identify using the methods described in Section 7.1. If the attacker was able to gain access to an install code, they may be more likely to obtain the network key by targeting only the corresponding Zigbee 3.0 device because the end user may not consider the possibility of its install code being leaked and factory reset it without hesitation.

**Forcing the factory reset of a device.** The attacker would ideally like to minimize the number of packets that they have to jam in order to force the factory reset of a device. We realize that this can be achieved by causing PAN ID conflicts. The injection of a forged beacon, that uses the same PAN ID as the end user’s Zigbee network but with a different Extended PAN ID (EPID)\(^\text{11}\), is sufficient to initiate the PAN ID conflict resolution process. Each Zigbee Router that received the forged beacon informs the network manager, which is typically the Zigbee Coordinator [45, p. 297], with the Network Report command. The network manager then selects a new PAN ID and broadcasts it to all devices in the network with the Network Update command [45, p. 333]. Shortly after the transmission of the Network Update command, the network manager and all the devices that received it switch to the new PAN ID. Zigbee End Devices may not receive the Network Update command before the PAN ID changes, in which case they try to rejoin the network [45, p. 450]. Thus, if the attacker selectively jams the Network Update commands issued by the network manager, some devices will not switch to the new PAN ID automatically. As we mentioned in Section 7.2, the attacker can identify Network Update commands because they are the only NWK commands that can have a payload length of 12 bytes. Rejoin Responses can also be identified because they are the only NWK commands that can have a payload length of 3 bytes and are limited to a single-hop transmission. However, during our experiments we observed that even if we jam all Rejoin Responses, some devices were still able to rejoin the network with the new PAN ID. To keep a device disconnected, we had to selectively jam the updated beacons to prevent the device from updating its PAN ID. We also observed that Zigbee End Devices did not initiate the rejoin process as expected if we spoofed MAC acknowledgments for their Data Requests after a PAN ID conflict. Launching these denial-of-service attacks leads to the following outcomes: (a) the end user will be unable to change the state of their affected actuators, (b) if an affected sensor detects an event it will be unable to inform the end user, and (c) automation rules that depend on affected devices will not function properly. If the attacker successfully targets a Zigbee device that uses a known Trust Center link key and the end user decides to factory reset it, then the attacker can gain access to the network key by sniffing and decrypting the Transport Key command during its commissioning process. Then, the attacker can decrypt most of the encrypted payloads and inject commands that change the state of the end user’s devices, including Zigbee 3.0 devices that use install codes.

\(^{11}\)Zigbee devices transmit the EPID of their network in their beacons unencrypted.
Unexpected behaviors. We launched the aforementioned attacks by modifying the firmware of our ATUSB [25]. We observed some unexpected behaviors from our Zigbee Routers when they failed to receive Network Update commands. While the SmartThings Outlet (IM6001-OTP01) initiated the rejoin process relatively shortly after it determined that it cannot reach the Zigbee Coordinator anymore, the Centralite 3-Series Smart Outlet initiated that process after about 25 minutes. This behavior can also be observed in our dataset. More interestingly, the SmartThings Smart Bulb did not initiate the rejoin process like the smart outlets for up to the 38 hours that we monitored it. This seems to be a firmware issue since the Centralite outlet is a legacy Zigbee device while the SmartThings bulb is a Zigbee 3.0 device. We note that such behavior benefits the attacker because they will have to jam less packets than expected. Given the large number of certified Zigbee devices, it is unknown how many do not initiate or significantly delay the rejoin process when they fail to receive the Network Update command.

Responsible disclosure. We reported our findings to the Zigbee Alliance, whose validity was confirmed by one of their representatives. They stated that they were aware of PAN ID conflict attacks and that they have implemented specification changes that will prevent malicious PAN ID changes. Regarding our selective jamming of Network Update commands, they commented that PAN ID changes may be missed even in non-malicious scenarios and that, as a result, future specifications will require a more aggressive algorithm. They also argued that it is difficult for the network key to be leaked from Zigbee 3.0 devices. However, since legacy Zigbee devices are still available on the market and consumers may not have replaced all of them with Zigbee 3.0 devices, we argue that key-transport attacks can still be launched in the wild.

Security enhancements. We argue that the security of the commissioning process would improve significantly if the Trust Center link key was reconfigurable over an out-of-band communication channel. In particular, this encryption key could be different whenever a device tries to join a new network and be transported over NFC. Given that smart home ecosystems like SmartThings already rely on a smartphone application for users to add devices to their Zigbee networks, the use of NFC should not impact usability in any significant way. However, the manufacturing cost of the devices may increase due to the additional hardware required. Finally, the end users should be made aware of the security risks that the use of a legacy Zigbee device would introduce to their networks.

8 RELATED WORK

Several researchers have demonstrated information leakage from Zigbee-enabled smart homes. Acar et al. inferred user activities by creating traffic profiles and relying on traffic rate variations to detect device state changes [1]. Zhang et al. extracted fingerprints for several event types in order to detect misbehaving smart home applications [41]. Trimananda et al. were able to infer events related to Zigbee devices by identifying packet-level signatures from the Wi-Fi and Ethernet traffic that the smartphone and smart hub generated in order to communicate with cloud servers [35]. Gu et al. extracted event fingerprints in order to detect anomalies in smart home applications and discover hidden vulnerabilities [17]. A common characteristic in these studies is that they followed protocol-agnostic approaches in order to be applicable to a wide range of smart home devices. In contrast, we focus on Zigbee devices and rely on the inspection of multiple header fields in order to infer information that enables us to launch disruptive attacks.

Zillner and Strobl argued that an attacker can gain access to the network key of a centralized legacy Zigbee network by utilizing jamming techniques in order to trick the end user to factory reset one of their Zigbee devices [49]. However, their demonstration included only a constant jammer, whose detection is relatively easy [40]. Alternatively, an attacker could jam packets reactively. Wilhelm et al. implemented a reactive jammer by programming the FPGA of a software-defined radio [36], while Wood et al. implemented one on the microcontroller of an IEEE 802.15.4 device [38]. Nevertheless, more sophisticated attacks are made feasible if the attacker can jam packets selectively. Bloessl demonstrated that low-cost selective jammers can be realized by programming a microcontroller with an IEEE 802.15.4 transceiver [6]. While Bloessl’s implementation selectively jams all packets destined for a specific device, the implementation that we present supports the definition of arbitrary jamming conditions. Our implementation enables us to selectively jam packets and then inject forged MAC acknowledgments, as Sastry and Wagner described [30]. We show that, due to the lack of MAC-layer security in Zigbee networks, an attacker can easily identify and selectively jam certain NWK commands.

Goodspeed et al. extended Scapy to dissect and forge several packet types of IEEE 802.15.4-based networks [16]. Support for more packet types was added over time, which enabled researchers to launch command injection attacks against centralized Zigbee networks when the network key is known [8, 21, 49]. We further extend Scapy’s capabilities to enable detailed analysis of Zigbee packets. Knight demonstrated injection of forged packets to unlock a door lock after the jamming of Data Requests [21]. In this work we explore how an attacker can obtain the network key, which would enable such command injection attacks. Brown and Gleason caused PAN ID conflicts and then spoofed MAC acknowledgments so that a door sensor would not be able to notify the alarm system if its door was opened [8]. We repurpose this attack to prevent a targeted Zigbee End Device from updating its PAN ID until the end user decides to factory reset it and expose the network key. In addition, our decision tree enables us to disconnect Zigbee Routers as well by selectively jamming Network Update commands.

9 CONCLUSION

In this work we introduce Zigator and a testbed design that enable in-depth security analysis of Zigbee networks. We delineate multiple reconnaissance attacks against centralized Zigbee networks and show that, despite NWK-layer encryption, an attacker can identify certain NWK commands with 100% accuracy. We use this information to develop selective jamming and spoofing attacks that can lead to the exposure of the network key by targeting devices that use known Trust Center link keys. We provide recommendations to protect against leakage of the network key, while we publicly release our software tools and dataset. Our work sheds light on the consequences of disabling MAC-layer security in centralized Zigbee networks. As we demonstrate, NWK-layer security is insufficient to protect against several passive and active attacks.
percentages indicate that there are several cases where they reach an impure leaf node of our decision tree. However, even though the utilized features were not sufficient to always identify this set of encrypted NWK commands uniquely, their identification has been narrowed down to either two or three possibilities. Furthermore, it is important to note that while our dataset does not contain all possible variations of the 12 possible NWK commands, our decision tree was developed using information from the Zigbee PRO 2015 specification itself. For example, there may be cases where the payload length of a Network Status command is 1 byte [45, p. 278], although we did not observe any during our experiments, which resulted in the creation of an impure leaf node that is reached by a large number of Route Record commands that we did observe.

As another example, consider an encrypted NWK command where its payload length is 1 byte, its NWK destination is not the 0xfffc broadcast address, and it is limited to a single-hop transmission. We can observe from Table 4 that only two NWK commands can have such values: the Leave command and the Rejoin Request command. If its NWK source is the Zigbee Coordinator, then we can conclude with certainty that it is a Leave command because Zigbee Coordinators do not transmit Rejoin Request commands. Similarly, if the NWK destination is a Zigbee End Device or the 0xfffd broadcast address, then the aforementioned NWK command must be a Leave command. However, if the NWK source is a Zigbee End Device and the NWK destination is the Zigbee Coordinator, then we cannot differentiate a Leave command from a Rejoin Request command without having to rely on additional features. In addition, consider an encrypted NWK command where its payload length is 23 bytes, its NWK destination is the Zigbee Coordinator, and its NWK source is a Zigbee Router. This NWK command could be (a) a Route Record command that describes a relay path that consists of 11 hops, (b) a Route Reply command that includes the extended addresses of its originator and responder, or (c) a Network Report command that contains the PAN IDs of 7 neighboring networks. Depending on the topology of the inspected Zigbee network and previously observed events, one of these possibilities may be more likely than the others. We consider the development of additional features for our decision tree as part of our future work.

Figure 12: The decision tree that we developed for the identification of encrypted NWK commands based on the assumptions that we stated in Sections 3 and 7.2 as well as the reconnaissance attacks that we presented in Section 7.1. Pure leaf nodes are colored yellow with a solid outline, while impure leaf nodes are colored orange with a dashed outline.

Table 5: Percentage of encrypted NWK commands in our dataset that reached a pure leaf node of our decision tree.

<table>
<thead>
<tr>
<th>NWK Command Name</th>
<th>Percentage of Packets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Route Request</td>
<td>100.0%</td>
</tr>
<tr>
<td>Route Reply</td>
<td>0.0%</td>
</tr>
<tr>
<td>Network Status</td>
<td>0.4%</td>
</tr>
<tr>
<td>Leave</td>
<td>72.1%</td>
</tr>
<tr>
<td>Route Record</td>
<td>4.6%</td>
</tr>
<tr>
<td>Rejoin Request</td>
<td>0.0%</td>
</tr>
<tr>
<td>Rejoin Response</td>
<td>100.0%</td>
</tr>
<tr>
<td>Link Status</td>
<td>100.0%</td>
</tr>
<tr>
<td>Network Report</td>
<td>0.0%</td>
</tr>
<tr>
<td>Network Update</td>
<td>100.0%</td>
</tr>
<tr>
<td>End Device Timeout Request</td>
<td>100.0%</td>
</tr>
<tr>
<td>End Device Timeout Response</td>
<td>100.0%</td>
</tr>
</tbody>
</table>