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ABSTRACT

Activity recognition (AR) systems are typically built to rec-
ognize a predefined set of common activities. However, these
systems need to be able to learn new activities to adapt to a
user’s needs. Learning new activities is especially challeng-
ing in practical scenarios when a user provides only a few an-
notations for training an AR model. In this work, we study the
problem of recognizing new activities with a limited amount
of labeled training data. Due to the shortage of labeled data,
small variations of the new activity will not be detected re-
sulting in a significant degradation of the system’s recall. We
propose the FE-AT (Feature-based and Attribute-based learn-
ing) approach, which leverages the relationship between ex-
isting and new activities to compensate for the shortage of the
labeled data. We evaluate FE-AT on three public datasets and
demonstrate that it outperforms traditional AR approaches in
recognizing new activities, especially when only a few train-
ing instances are available.
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INTRODUCTION

Wearable-based activity recognition (AR) systems are typi-
cally built to recognize a predefined set of common activities
such as sitting, walking, and running [11]. However, to adapt
to the needs of individuals and application scenarios, these
AR systems often need to be extended to recognize new ac-
tivities of interest. For example, people working out at a gym
need the AR system to correctly distinguish between individ-
ual types of exercises, whereas applications helping users quit
smoking depend on the system’s ability to recognize smoking
activities.

To learn new activities of interest, AR systems can ask users
to label additional training data. However, it is impractical to
assume that users will provide a large amount of annotations,
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Figure 1: Limited training data problem: We have only a
small amount of labeled data for the new activity of inter-
est. However, a large amount of data of the existing activities
is available.
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since labeling activities is a time-consuming and laborsome
process [19, 18, 15]. Therefore, being able to learn new activ-
ities with a limited amount of training data is highly desirable
for practical AR systems.

There are many challenges associated with learning activities
with limited training data. Consider the scenario presented in
Figure 1, where the AR system is built to recognize common
activities such as sitting, running, and riding a motorcycle, for
which a large amount of labeled data is available. We refer to
the set of common activities as existing activities. The user
is interested in extending the system to recognize biking and
labels a few instances of this activity. We refer to an extended
set of activities as new activities. Obviously, such limited
training data of the new activity will have a negative impact
on the AR performance. First, the AR model is prone to over-
fit to the few instances of biking. Thus, small variations of the
biking activities will not be detected. Secondly, many biking
activities will be falsely predicted as one of the existing activ-
ities (e.g., running), resulting in a degradation of the overall
recognition performance [14].

To address the challenges of learning new activities, we pro-
pose the FE-AT (Feature- and Attribute-based learning) ap-
proach. FE-AT extends the traditional supervised/feature-
based AR approach with attribute-based learning paradigm.
The key idea is to consider the semantic meaning of the new
activity and its relationship to the existing activities. Figure 2
shows how the biking activity relates to the existing activi-
ties: 1) similarly to sitting the user’s body does not move, but
2) the legs move similarly to running and 3) the arms move
similarly to riding a motorcycle. The properties of “body not
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Figure 2: Exploiting the relationships between new and exist-
ing activities to improve the activity recognition performance.

changing angle”, “legs moving up and down” and “‘steering
with hands” are so called semantic attributes and can be
considered as primitive actions describing the activity. These
semantic attributes can be used for recognizing new activi-
ties. For example, if we can detect from the sensor readings
that the user is moving her legs up and down, steering with
her hands and not changing the angle of her body, then she is
riding a bike.

The key advantage of using semantic attributes is the fact that
they can be learned from the large amount of existing activ-
ity data. Thus, we can use the attribute detectors to com-
pensate for the shortage of labeled data of the new activ-
ity. However, the attribute-based AR assumes that each ac-
tivity can be described by a unique set of attributes. In this
work, we show that this assumption cannot be always ful-
filled. We proposed a classifier fusion method, which com-
bines the attribute-based learning with the traditional feature-
based learning to overcome the non-uniqueness problem.

Our contributions are summarized as follow.

e Limited training data: We study the problem of learn-
ing new activities and identify challenges associated with
learning with limited training data. We further show how
these challenges negatively impact the performance of tra-
ditional AR models.

o Classifier fusion: To address the challenges, we propose
the FE-AT (Feature-based and Attribute-based learning)
approach. FE-AT leverages the semantic meaning of new
activities to compensate for the shortage of labeled data.

e Empirical study: We evaluate FE-AT on three public
datasets. We show the weaknesses of both feature-based
and attribute-based learning and demonstrate how FE-AT
overcomes these weaknesses. Furthermore, we identify
limitations of the proposed approach and discuss the open
challenges.

RELATED WORK

An obvious solution for the limited training data problem is to
acquire more labeled data. Many approaches based on active
learning have been proposed to reduce the required number of
annotations by asking users to label only the most informative
instances [19, 15]. Additionally, many annotation strategies

such as coarse labeling were proposed to reduce the annota-
tion overhead [18].

In this work, we address the limited training data problem by
exploiting the relationships between activities and their se-
mantics. Recent work has explored how knowledge about
activities can be used for AR. An ontology-based inference
technique was proposed to infer the high-level activities from
atomic actions [8]. The proposed approach makes use of
an extensive ontology defined by domain experts. In this
work, we assume that this information is not necessarily
available. We use a simple activity-attribute representation,
which can be annotated using common sense knowledge by
answering yes/no questions. Moreover, such annotation can
be acquired through crowd-sourcing or automatic text analy-
sis techniques [17].

The attribute-based learning approach used in this work can
be considered as a transfer learning approach, which lever-
ages the knowledge of activities in a source domain to im-
prove the recognition of activities in a target domain. In
AR, many approaches have been proposed to transfer knowl-
edge between settings with different space, time, people, sen-
sor types or activities [6]. Transferring knowledge between
activities was explored in the scenario of recognizing com-
posite activities by learning classifiers for low-level activities
and exploiting the relationship between these low-level activ-
ities and the composite activities [4]. Our work is related to
the work of Hu et al. [9], which aims at transferring knowl-
edge between activities by measuring their similarities. The
authors represent the similarity between activities by a sin-
gle value corresponding to similarity of web documents de-
scribing these activities. In this work, we break down such
score into a set of human-interpretable attributes, which ad-
ditionally allow us to represent more complex relationships
between activities (e.g., biking is similar to riding a motorcy-
cle with respect to steering with hands but not with respect to
moving legs up and down).

Attribute-based learning is often associated with zero-shot
learning (ZSL) [16, 10], which aims at recognizing new
classes without any training data. In the AR domain, ZSL was
explored in both recognizing activities from videos [12, 17]
and using wearable sensing [5]. Good results were reported
when evaluating ZSL’s capability of recognizing new activi-
ties. However, as we show in this work, ZSL performs poorly
when it is used to recognize both existing and new activities.
The poor performance is due to ZSL’s assumption that each
activity can be represented by a unique set of attributes. As
we discuss in this work, this assumption does not always hold.
We relax this assumption by fusing the attribute-based learn-
ing with the traditional feature-based learning approach to al-
low the AR system to differentiate between activities, which
are represented by the same attribute set.

RECOGNIZING NEW ACTIVITIES

WITH LIMITED TRAINING DATA

There are two key challenges associated with learning new
activities with limited amount of data: imbalanced data and
insufficient data. In the following, we first give a basic intu-



ition for these two challenges. To address these challenges,
we propose FE-AT, which employs random sampling and
attribute-based learning to overcome the weaknesses of the
traditional feature-based model.

Challenges of Feature-based Learning

In this work, we use the term feature-based learning (or in
short FE) to refer to the traditional AR approaches, which
extract statistical features from the sensor readings and use
supervised learning techniques to map these features into an
activity label [11]. These approaches suffer from two prob-
lems when learning to recognize new activities from a small
training dataset:

e Imbalanced data problem: The amount of training data
of the new activity is significantly smaller than the amount
of training data of the existing activities.

¢ Insufficient data problem: The amount of training data of
the new activity is too small.

Both of these problems result in poor AR performance. The
poor performance caused by the imbalanced data problem
can be explained by the fact that FE techniques are de-
signed to minimize the total classification error of the training
dataset [7]. The total error is composed of the errors made
by misclassifying individual instances. Thus, optimizing the
classifier towards performing well on frequent activities (i.e.,
activities with a large number of training instances) results in
a lower error rate. Since, the new activity class has signifi-
cantly fewer training instances than the existing activities, the
instances of the new activity are likely to be ignored during
the optimization process resulting in poor recognition perfor-
mance for the activity.

The poor performance caused by the insufficient data problem
can be explained by the fact that the small amount of training
data of the new activity is not representative for the whole
new activity class. Thus, the AR system can only recognize
instances that are very similar to the training dataset. There-
fore, small variations of the new activity will not be correctly
detected, resulting in a significant degradation of the classi-
fier’s recall. Furthermore, the instances not detected as the
new activity will be falsely predicted as one of the existing
activities resulting in degradation of the overall AR perfor-
mance.

FE-AT: Feature-based and Attribute-based Learning
The goal in this work is to address the imbalanced and insuf-
ficient data problems described above.

Addressing the imbalanced data problem: To address the im-
balanced data problem, we use random oversampling [7],
which randomly selects instances of the new activity and
replicates them to create a balanced training dataset. This
technique artificially increases the amount of training in-
stances of the new activity. Thus, the new activity class is
treated similarly as the other existing frequent activity classes
in the optimization process. On the other hand, random over-
sampling will make the classifier be more prone to overfitting.
Since a large amount of duplicates of the few new activity in-
stances are generated, the resulting system will likely overfit
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Figure 3: FE-AT fuses the feature-based and attribute-based
models to address to challenges of learning new activities.

to these instances and reject any small variations of the new
activity [7]. Thus, oversampling is not a sufficient solution
for the problem of recognizing new activities.

Addressing the insufficient data problem: To address the in-
sufficient data problem of the FE approach, we fuse it with an
attribute-based learning approach. The key idea is to leverage
the semantic meaning of the new activity class (captured by
the attribute-based learning approach) to overcome the fact
that only a small amount of labeled data is available. This
semantic meaning of the new activity is represented through
its relationship with the existing activities.

Figure 3 shows the components of the proposed FE-AT
(Feature-based and Attribute-based learning) fusion ap-
proach. In FE-AT, we first extract features from wearable
sensor measurements. Similarly to the traditional AR sys-
tems [11], we extract features using a sliding window with
50% overlap. For each window of sensor reading we extract
statistical features including minimum, maximum, average,
and correlation between sensor axes [11]. The feature vector
is then input into both the feature-based and attribute-based
models. The models’ outputs are then fused together through
the FE-AT fusion component.

In the following, we first describe the key intuition behind the
attribute-based approach and discuss its weaknesses. Then
we explain how FE-AT fuses both the feature-based and
attribute-based approaches to overcome the problems asso-
ciated with using each approach individually.

Attribute-based Learning

Attribute-based learning (further referred to as AT) uses an
intermediate layer of semantic attributes to represent and rec-
ognize human activities. In the following, we explain how
the attributes are represented, how they are used in AR and
discuss the weaknesses of AT model.

AT process: The AT prediction process is composed of two
steps as shown in Figure 4. In the first step, the attribute de-
tectors are used to identify occurrences of attributes in the sig-
nal represented by the feature vector. The number of attribute
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Figure 4: Prediction process of AT: 1) a feature vector is
mapped into an attribute vector and 2) the vector is used to
predict the activity label.

detectors equals the number of attributes. Each attribute de-
tector outputs 1 if the corresponding attribute occurs in the
signal and outputs O otherwise. The outputs of all attribute
detectors are used to build an attribute vector. In the second
step, the inferred attribute vector is mapped into an activity.

Features vs. attributes vs. activities: Instead of directly map-
ping a feature vector to an activity (as in FE), AT leverages
an intermediate level of attributes for an indirect mapping. An
attribute can be considered as a high-level feature, which has
a semantic meaning as opposed to the low-level features such
as a mean or a variance of the sensor reading. On the other
hand, an attribute can be also considered as a low-level activ-
ity (e.g., “steering with hands”). As shown in Figure 2, each
activity is associated with a set of attributes and each attribute
is associated with a set of activities. The attributes explicitly
model the relationship between activities (e.g., “riding motor-
cycle” is similar to “biking” with respect to the “steering with
hands”).

Recognizing new activities using attributes: In the scenario of
recognizing new activities, the attributes are used to compen-
sate for the shortage of the activity labels of new activities.
The idea is to learn attribute detectors on the large amount
of training data of existing activities. For example, we can
learn a detector to recognize the “steering with hands” at
tribute from the large amount of riding a motorcycle activ-
ities. This detector can then be used to recognize not only
riding a motorcycle activities but also biking activities, for
which only limited amount of training data is available.

Activity-attribute matrix: Using attributes for AR assumes
the availability of the activity-attribute associations. This in-
formation can be represented as an activity-attribute matrix
shown in Figure 5. Each row corresponds to an attribute vec-
tor representing an activity. For example, the “standing” ac

tivity is represented by attributes “arm still”, “leg still”, “body
still” and “body not changing angle”. The attribute-to-activity
mapper (shown in Figure 4) uses the this matrix to infer the
activity. The activity inference is done by finding an activity
represented by an attribute vector, which is the most similar
to the output of the attribute detectors.

Obtaining activity-attribute matrix: In the AR domain, one
can use common sense knowledge to define attributes as
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Figure 5: Activity-attribute matrix: The relationship between
activities are represented by the attribute vectors (the rows of
the matrix).

primitive actions performed in the activity (e.g., defining mo-
tions of the arms, legs and the body as the attributes to de-
scribe exercise activities). Furthermore, one can reuse a large
amount of activity-attribute annotations defined in the com-
puter vision domain, which use AT to recognize human ac-
tivities from videos [12]. Activity-attribute annotations can
be also obtained through automatic text extraction of activ-
ity descriptions [17]. The cost associated with obtaining the
activity-attribute annotations will be further discussed in the
next section.

Weakness of AT: One of the key factors influencing the AT
performance is the uniqueness of the activity-attribute repre-
sentations. Suppose two activities are represented by exactly
the same attribute vector. Even if all attributes are correctly
detected, the activity-to-attribute mapper cannot differenti-
ate between these two activities. For example, the activities
“sitting” and “lying” shown in Figure 5 are both represented
by the same attribute vector and therefore cannot be distin-
guished. One could suggest adding additional discriminative
attributes such as an attribute describing the absolute angle
of the body, which can help differentiate between “sitting”
and “lying”. To learn a detector to recognize this attribute,
one would need to assume having knowledge about how the
sensors are mounted on the body. In cases of using mobile
phones as a sensing device, such information is often not eas-
ily obtainable. The described non-unique attribute represen-
tation can cause a significant degradation of the AT perfor-
mance. Obviously, even if all attributes are correctly detected,
the AT would not have sufficient information to distinguish
between activities with the same attribute representation.

Fusion of FE and AT

The key contribution of this work is the proposed fusion of FE
and AT models. The basic intuition of the fusion is based on
the empirical observation (further discussed in the Evaluation



section) that FE models tend to underestimate the posterior
probability of the new activity Pr g (Ynew|x). This is caused
by the fact that the few training instances of the new activ-
ity cover only a small feature subspace compared to the true
feature space actually occupied by whole new activity. Thus,
the probability estimate of FE tend to be lower than the true
probability estimate, resulting in many instances of the new
activity not being correctly detected.

To address the biased probability estimates we propose a scor-
ing function frp_ a7 (y|x), which combines the FE predic-
tions with the output of the AT model. Since AT’s capability
of recognizing new activities is less affected by insufficient
training data, the AT model provides an orthogonal way of
detecting new activities. FE-AT fuses the predictions of FE
and AT in the following manner:

_J Pre(ylr) + Par(ylz) if y = ynew
fre-ar(ylz) = { Pre(y|r) otherwise

(D

where Prp(y|x) and Par(y|z) are the probabilistic outputs
of the FE and AT models. The most likely activity class of x
is the one with highest score:

Q:a@H?Xﬂmz) (2)

Based on this formulation, the score f(y|x) by default equals
the probability output Prg(y|z) of an FE model. As men-
tioned above, FE tends to underestimate the posterior proba-
bility of the new class Ppg(Ynew|z) due to the insufficient
training data. Therefore, the proposed fusion method in-
creases the score for the new activity through the AT’s predic-
tion, which can be computed using the following probabilistic
formulation [10]:

Par(ylz) = Y P(y,alz) 3)
=Y P(yla)P(alx) @)

where the goal is to estimate the probability of a feature
vector x belonging to an activity class y by representing x
through an attribute vector a. P(a|x) can be decomposed
into probabilistic output of individual attribute detectors:

P(alz) = H P(a;|z) (5)

P(yla) corresponds to the probabilistic output of the
attribute-to-activity mapper and can be further transformed:

Plyla) = i%mm ©)
_PW

where a¥ is the attribute representation of y obtained from
the activity-attribute matrix and 1[C] is an indicator function
where 1[C] = 1 if the condition C is true and 0 otherwise.

Thus, Equation 4 can be simplified as:

P(y) y
Plavy  LLPE ®)

Par(ylz) =

which is divided into two factors: the first factor captures the
ambiguity of the attribute representation a¥ of the activity
class y and the second factor captures the probability of x
being mapped into such attribute representation. Par(y|x) is
high if ¥ is a likely representation of x and a¥ is unique (i.e.,
there are no two activity classes represented by the same a¥).

As we will show in the next section, due to the limited train-
ing data, FE models suffer from low recall with respect to
the new activities, i.e., many new activities remain unde-
tected by the FE models. Our proposed FE-AT fusion aims
at addressing this problem by additionally leveraging the AT
model for the new activity detection. Specifically, if AT de-
tects that x is likely to belong to the new activity, it increases
the score for the new activity (Equation 1). The amount of
score increase is controlled by both the ambiguity of attribute
representation and likelihood of attribute detection (Equa-
tion 8). Thus, a new activity is detected if 1) FE outputs high
Prg(Ynewlx), 2) AT outputs high Par(ynew|x) or 3) the
sum of Prg(Ynew|®) and Par(Ynew|x) is high even through
the individual posterior probabilities are low. The last case
occurs when a new activity is not sufficiently similar to the
limited training data to be detected by FE and its attribute
representation is not unique to be deterministically detected
by the AT model. As we show in the next section, the pro-
posed fusion method outperforms traditional classifier fusion
methods [13], which do not consider the unique challenges
associated with learning new activities.

EVALUATION

In this section, we evaluate FE-AT on three public datasets
and study how well it can recognize new and existing activi-
ties. First, we compare the performance of FE-AT with other
models including the FE, AT and other traditional classifier
fusion methods. Then, we study how FE-AT performs un-
der different amounts of available training data. Finally, we
point out the weaknesses of FE and AT models and discuss
the trade-offs made by FE-AT.

Data and Setup

We use the public Mhealth [3], DailyAndSport [1], and
RealDisp [2] datasets, containing data collected from 10, 8
and 17 users performing 12, 19 and 33 activities, respectively.
The performed activities include basic daily activities (e.g.,
sitting, walking) and exercise activities (e.g., exercising on
elliptical bike, playing basketball).

We use a sliding window of five seconds with 50% overlap to
extract statistical features as described in the previous section.
For all three datasets we use a set of nine attributes to define
the activity-attribute matrices. The attribute-activity matrix
of the MHealth dataset is shown in Figure 5.

We extend the traditional leave-one-user-out cross validation
in the following manner. Let U denote the number of users
and A the number of activities. In each cross validation itera-
tion, we use data from (U — 1) users for training and one user



for testing. Further, in the training data, we select one activity
as a new activity and the remaining (A — 1) as existing activ-
ities. We use all training instances for existing activities but
only N randomly selected training instances for the new ac-
tivity. Due to randomness in our training process, we repeat
each experiment five times, totalling U - A - 5 cross validation
iterations for each configuration.

The final result is averaged across all cross validation itera-
tions. We evaluate using two metrics: 1) F1 score of the new
activity and 2) F1 score averaged across all existing activities.
F1 score is a harmonic mean of precision and recall:

2 - precision - recall

Fl= —
precision + recall
. TP I TP
recision = ————— recall = ————
P TP+FP TP+ FN

where TP, FP and FN denote counts of True Positives, False
Positives and False Negatives.

As the base classifier for FE, AT and FE-AT, we experimented
with a range of supervised classifiers including k-NN, SVM,
Random Forest. Random Forest with 100 trees consistently
achieved the best results. Therefore, we will report the results
achieved using this base classifier.

Classifier Fusion Models

Besides FE, AT and FE-AT, we also evaluate traditional clas-
sifier fusion models. Let Pr g and P41 denote the probability
outputs of FE and AT. In the following, we evaluate these four
classifier fusion models [13]:

fuax (ylz) = maz(Pre(ylz), Par(ylz)) ()
fuin (ylz) = min(Pre(ylz), Par(ylz))  (10)
(ylz) (ylz) - Par(y|x) (11
(ylz) (y|z) + Par(ylz) (12)
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Figure 6 shows the performance of the prediction models on
the MHealth dataset using only N = 5 training instances of
the new activity. We can observe that AT performs poorly
both for existing and the new activities due to the non-unique
attribute representations. With respect to the existing activi-
ties, all except AT achieve high average F1 score.

On the other hand, FE-AT outperforms other models when
recognizing new activities. The traditional fusion models,
which simply fuse probability predictions of all activities, do
not consider the unique challenges associated with recogniz-
ing new activities with insufficient data. Thus, we can ob-
serve that these models achieve a performance comparable
to the FE model. This observation is consistent throughout
our evaluation and, therefore, we omit the discussion of these
traditional fusion models in the following experiments.

Figure 7 breaks down the F1 score of recognizing new activ-
ities from the above experiment into precision and recall. We
can observe that FE-AT improves its recognition performance
by significantly increasing the recall. This is achieved by in-
corporating the attribute detection into the scoring function.
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Figure 6: FE-AT significantly outperform other approaches
at recognizing new activities. (Configuration: MHealth, N =
5)
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Figure 7: FE-AT improves the performance of recognizing
new activities by substantially increasing the its recall over
the FE approach. (Configuration: MHealth, N = 5)

Increasing Amount of Training Data

New activities: In the following, we evaluate how the predic-
tion models perform when we obtain more training data for
the new activity. Figure 8 shows the F1 score for new activ-
ity recognition with increasing N. For all three datasets, we
observe that FE-AT significantly outperforms FE and AT for
small V. As expected, the performance of FE improves with
the increasing amount of training data. Thus, the improve-
ment of FE-AT over FE decreases with increasing N.

Existing activities: Figure 9 shows the F1 score for the
MHealth dataset. Increasing N has no significant impact on
recognizing existing activities and FE-AT achieves a compa-
rable performance to FE. We observe the same trend for the
DailyAndSport and RealDisp datasets. In the following, we
discuss our results and findings for the MHealth dataset.

Weaknesses of FE and AT

To better understand the impact of the FE-AT classifier fusion
method, we further study the weaknesses of the individual FE
and AT models.

FE: Figure 10 shows the precision and recall of FE when rec-
ognizing new activities. We can observe that the precision
is consistently higher than the recall. The high precision can
be explained as the effect of having only a small number of
training instances of the new activity. Due to the small N,
at the prediction time only instances very similar to training
instances will be recognized as the new activity. Thus, only
predictions with high confidence will be accepted, resulting
in low false positive rate and therefore in high precision.
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Figure 8: Recognition of new activities: FE-AT outperforms
FE and AT when only a few training instances are available.
The performance of FE increases as more training data is
available resulting in an decreasing improvement of FE-AT
over FE.
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Figure 9: Recognition of existing activities: FE-AT achieves
a comparable performance as FE, when recognizing existing
activities of the MHealth dataset (the FE and FE-AT curves
are overlapping). Similar results are observed for the Dai-
lyAndSport and RealDisp datasets.

On the other hand, small N will also result in low recall.
Since the training data covers only a few instances of the new
activity, at the prediction time many small variations of the
new activities will not be recognized. This causes a high num-
ber of false negatives resulting in low recall. To overcome
this problem, FE-AT uses the attribute detectors to increase
the recall of the system.

AT: The performance of AT depends on two factors: 1) per-
formance of attribute detection and 2) uniqueness of the at-
tribute vector representation. Figure 11 compares the per-
formance of attribute detection with the performance of

1| m— f1
1|®=® precision
1| ®=® recall

F1 score

0.0 .

5 10 15 20 25 30 35
N: #training instances of new activity

Figure 10: FE achieves high precision, but low recall when
recognizing new activities.
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Figure 11: Even though the performance of the attribute de-
tectors are high, AT achieves a poor activity recognition per-
formance due to the non-unique attribute representations of
the activities.

AT. Even though the attribute detection is near perfect, we
observe a poor AT performance. This can be explained
through non-unique attribute vector representation. From the
attribute-activity matrix shown in Figure 5 we can observe
that many activities are represented by the same attribute vec-
tor (e.g., “standing”, “sitting” and ‘lying”). Thus, even if all
attributes are correctly predicted, AT cannot differentiate be-
tween these activities resulting in a poor performance.

Discussion

Annotation cost: Since FE-AT extends FE by employing
the attribute detectors, we need to consider the additional
overhead associated with obtaining the activity-attribute an-
notation and its trade-off with respect to the activity annota-
tion. In a traditional activity annotation process, the cost is
associated with the number of activity instances performed
and annotated by the user. In the activity-attribute annota-
tion process, the cost dependents on the number of attributes
M. For each new activity class, M yes/no questions (e.g.,
“When performing activity X, do you use your hand for steer-
ing?”) needs to be answered. Thus, the overall cost depends
on the actual overhead of answering yes/no questions versus
the overhead of performing the new activity and labeling it.
Note that activity-attribute annotations can be obtained with-
out having anyone perform the activities or collect any sensor
data. Thus, they can be theoretically obtained through on-
line crowd-sourcing. In future work, we will further study
the cost associated with obtaining different type of annota-
tions and explore the feasibility of obtaining activity-attribute
annotations using crowd-sourcing.

Attribute representation: The attribute representation used
in this work allows attributes values to be only 0 or 1. This
corresponds to an attribute either occurring the whole time
(for the whole signal window) or not occurring at all. This
kind of representation is suitable for homogeneous activities



such as locomotion or exercise activities. However, to repre-
sent high-level activities, a more flexible attribute represen-
tation is needed. In the future work, we will explore soft
value representations, which can better model the heteroge-
neous nature of the high-level activities. Furthermore, the soft
values can be used to capture the probabilistic nature of the
attributes in cases when the activity-attribute annotations are
obtained through the error-prone process of crowd-sourcing.

CONCLUSION

In this work, we studied the problem of learning to recognize
new activities, for which only limited training data is avail-
able. We propose FE-AT, an approach fusing a feature-based
learning with the attribute-based learning paradigm. The pro-
pose approach extends the feature-based approach with ran-
dom sampling to address the imbalanced data problem. In-
tegration with attribute-based learning allows the system to
exploit the relationship between the existing and new activi-
ties to compensate for the shortage of labeled data. Through
evaluation on three public datasets, we show the effectiveness
of the proposed approach.
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