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ABSTRACT
Mobile devices, such as smartphones and tablets, have become
prevalent given their ample functionality brought by a variety of
applications. Unfortunately, these devices face security and privacy
threats due to unauthorized access. Ordinary protection mecha-
nisms such as passcode and �ngerprint veri�cation are widely em-
ployed to mitigate the threats. To achieve strong security without
sacri�cing usability, extensive research e�orts have been devoted
to continuous authentication through passive sensing and behavior
modeling. Nowadays, more and more users own multiple devices.
�is trend presents opportunities for further optimization of au-
thentication across devices. In this paper, we conduct an empirical
study on how a behavioral model created on one device can be
transferred to other devices to bootstrap continuous authentication.
To pursue this goal, we collect 160 sets of usage data on multiple
mobile devices and perform a proof-of-concept experiment. �e re-
sults demonstrate that we can leverage the similarity between user
behaviors on di�erent devices to enable cross-device authentication
and anomaly detection.
ACM Reference format:
Xiao Wang, Tong Yu, Ole Mengshoel, and Patrick Tague. 2017. Towards
Continuous and Passive Authentication Across Mobile Devices: An Em-
pirical Study. In Proceedings of WiSec ’17 , Boston, MA, USA, July 2017,
11 pages.
DOI: 10.1145/3098243.3098244

1 INTRODUCTION
Mobile devices are now infused into various aspects of our daily
lives including work, social activity and entertainment. A wide
variety of smartphone and tablet apps enrich the personal lives
of millions of users in a variety of ways. As a consequence of the
extensive usage, ample private data is stored on or is accessible
through mobile devices.

To protect such private data against threats imposed by unau-
thorized access, mobile devices and their operating systems employ
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traditional access control mechanisms using passcode, lock pa�ern
and �ngerprint. Previous work has shown drawbacks of these meth-
ods with regards to security, usability and cost [2][3][4][26]. To
tackle the challenges, researchers propose continuous and passive
authentication as a supplement to existing schemes [9][24][32]. �e
proposed system constantly senses a user’s interactions with the
device and authenticates the user in runtime through behavioral
data. �e behaviors typically include touchscreen gestures, fre-
quent physical locations, poises holding or picking up the device
and so forth. �ey can collectively contribute to all-round protec-
tion against unauthorized users. Embedded sensors on devices,
such as touchscreen, accelerometer and gyroscope, facilitate the
collection of behavior-related measurements.

�ough extensive e�orts have been devoted into continuous
authentication, the rapid and massive development in the mobile
industry brings new opportunities and corresponding challenges.
Many customers now own multiple devices. According to mar-
ket research, about 31% of US adults have both smartphones and
tablets [1], while UK households typically own on average three
types of internet-enabled devices [20]. Mobile users switch be-
tween their devices in daily usage. It raises the problem of user
authentication across multiple mobile devices in a seamless manner.

In support of the goal of cross-device user authentication, we
study in this paper the possibility of transferring a behavioral model
learned on a user’s device to her other devices to bootstrap the au-
thentication process. Suppose, for example, that a user has been
using one mobile device for a long period of time, and the device
has collected su�cient measurements and built a model. When
this user purchases a new mobile device, either as a supplement
or a replacement for the �rst device, the second device needs to
accumulate behavioral measurements for its owner and construct
a new model, leaving the device a hiatus without the protection of
continuous authentication and incurring extra overhead of building
user pro�les from scratch. To optimize for seamless cross-device
authentication, it is desirable to transfer such models across devices
without needing to collect additional data to re-train the model on
the new device, allowing us to leverage the prior knowledge at-
tained from the �rst device. �is capability can help bootstrap trust
on the new device. Aside from the speci�c application scenario
of cross-device authentication, this paper reveals the underlying
connections of behavioral pa�erns on di�erent devices.

To build behavioral models, we leverage users’ touchscreen ges-
tures. On most mobile devices, the touchscreen serves as the main
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interface between users and devices, o�ering opportunities to col-
lect rich behavior data and to identify useful pa�erns. Typically,
users have to use the touchscreen during normal usage of the de-
vice. Hence, using touchscreen data for continuous authentication
incurs minimal cost, while sensing user activities constantly with
accelerometer or gyroscope adds signi�cant runtime cost since the
data is not necessary for the device’s normal functionality. Our
work studies how to extract useful behavioral pa�erns that persist
across multiple devices, including data preprocessing to handle
inherent measurement nuances due to hardware di�erences and
feature design for classi�cation algorithms.

Contributions. As a �rst a�empt to study continuous authen-
tication in the multi-device scenario, we have conducted a proof-
of-concept experiment. Our experiment leverages a real-world app
for data collection so that we can approximate usage pa�erns in
normal usage of devices. To understand the cross-device behavioral
pa�erns, each participant in our experiment uses the experimental
app on eight devices of four di�erent models. Our results show that
it is promising to reuse existing model on an old device to bootstrap
continuous authentication on a new device.

We summarize our contributions as below:

• We make the �rst a�empt to study continuous and passive
authentication across mobile devices in contrast to earlier
work on authentication on individual devices.
• We design e�ective behavioral features to capture similar-

ity of user behaviors across multiple devices.
• We collect real-world behavior data and evaluate our ap-

proach to demonstrate how a behavior model learned on
one device can be transferred to other devices.

Roadmap. �e paper is organized as follows. We contrast our
work with previous literature in Section 2. In Section 3, we present
our system and adversary models, and an experimental app for
touchscreen data collection. Section 4 presents the cross-device
continuous authentication framework and discusses the feature
extraction and classi�cation methods. We show our experimental
setup and evaluation results in Section 5. We conclude in Section 6.

2 RELATEDWORK
Mobile devices are now equipped with various sensors including
touchscreen, accelerometer, gyroscope and so forth. With this sens-
ing capability, mobile devices are aware of environmental factors
and user actions, and they can respond accordingly. �is aware-
ness also provides the opportunity of authenticating users through
sensing. �e basic idea is to leverage sensory data to model user
behaviors and distinguish the current user from the expected user.

�rough passive sensing, a mobile device can obtain user bio-
metrics for authentication. Biometrics can be categorized as either
physiological or behavioral [15]. Physiological biometrics include
physical human a�ributes such as �ngerprint and iris, while behav-
ioral biometrics include aspects of how people behave, including
gait and keystroke. Behavioral biometrics have the advantage of
requiring only a simple collection of inexpensive sensors commonly
included in modern mobile devices [21]. In contrast, physiological
biometrics like �ngerprint and iris serve as stronger identi�ers.
However, these explicit identi�ers raise privacy concerns and are

not welcomed in many circumstances. Moreover, they require extra
user e�ort and may thus interfere with user experience.

�e line of research starts from user authentication on single
devices through di�erent kinds of sensory measurements. Feng
et al. [8] introduced a touchscreen-based approach that authenti-
cates users through �nger gestures and achieved satisfactory per-
formance. Meng et al. [17] [16] focused on touch dynamics and
experimented on Nexus One with their touch biometrics. Similarly,
Vu et al. [27] proposed a user identi�cation and authentication ap-
proach through exploiting capacitive touchscreen. Frank et al. [9]
and Xu et al. [29] investigated continuous and passive authentica-
tion based on the way a user interacts with the touchscreen. Jain
et al. [11] developed an authentication mechanism by analyzing a
user’s behavioral traits modeled by acceleration data, curvature of
swipes and �nger area. Later, Li et al. [13] designed a mechanism
to re-authenticate current users based on �nger movements on
the screen. Dra�n et al. [6] modeled users’ micro-behavior when
they are typing on the so� keyboard on the screen, including touch
location on each key, dri� from �nger down to �nger up and touch
pressure. Sae-Bae et al. [23] showed that multi-touch gestures are
applicable to user authentication. De et al. [4] collected data from
user input on a touchscreen, and used dynamic time warping on the
data for identi�cation. Dey et al. [5] leveraged accelerometer data
to extract frequency domain features to obtain unique �ngerprints.
Zhu et al. [32] proposed a system that uses accelerometers, gyro-
scopes and magnetometers to pro�le users. Our paper investigates
user authentication across multiple devices, which di�ers from
authentication on a single device. �e new scenario introduces
another dimension (device). Distinct device models of di�erent
sizes and hardware con�gurations introduce new challenges that
render certain biometrics for the single-device case ine�ective.

Cross-device pa�erns received academic a�ention in the online
search domain. Wang et al. [28] examined cross-device task contin-
uation from PC to smartphone for a particular sets of search tasks.
�ey used topics and transition time to predict whether a search
task is continuation from PC to mobile. Montañez et al. [18] studied
search behaviors and device transition features to predict cross-
device search transitions. Karlson et al. [12] analyzed the usage log
of desktops and mobile phones to understand pa�erns how people
transition between devices. Our work concentrates on cross-device
behaviors on mobile apps. We believe there are still many research
questions regarding how users and information interact with and
transition between multiple devices. �e research is also related
to activity recognition [10][14][25] in the sense that both leverage
sensory data to model user behaviors. Some new development in
activity recognition using deep learning can potentially be helpful
in behavior-based authentication [31][30].

3 BACKGROUND
In this section, we introduce the system and adversary models and
technical assumptions. Also, we present the experimental app used
in this study for touchscreen data collection.

3.1 System and Adversary Models
�e mobile devices we consider are equipped with a touchscreen,
through which a device can measure a user’s clicks and swipes on
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Figure 1: We show screenshots of our experimental app,
which is a popular news reader. �e app manifests main-
streamdesign components ofmobile apps such as list layout
and menu bar. Its functionalities enable ample interactions
between the device and its users. Our system collects user
clicks and swipes on screen while using the app.

the screen. �e timestamped gesture data can hence be used to
model user behaviors while interacting with the device.

We consider a common adversary model in which an a�acker
has gained access to a user’s mobile device. �e device is either
unprotected (e.g., without screen locked) or the adversary has ob-
tained the authentication secret such as passcode or �ngerprint
through, for example, social engineering [29]. �erea�er, the at-
tacker can access apps and their data on the device, violating the
user’s privacy.

3.2 �e Experimental App
Previous research studies continuous authentication on single de-
vices through touchscreen analytics. To collect measurements from
users, they employ their own experimental app with particularly

designed user interfaces. For example, in touchalytics [9], subjects
are instructed to use a simple image comparison app. �ey have
to move the screen content through some touchscreen gestures
in order to navigate between images. In another work by Xu et
al. [29], the authors designed an app that instructs participants to
perform pre-de�ned operations such as typing a sentence using the
so�-keyboard and writing down a character on the screen.

In this paper, we instead make use of a real-world app to avoid
constraints in controlled lab se�ings. Moreover, the touchscreen
gestures consequently incorporate contextual information of the
design and content of the app. �at means we can analyze the ges-
tures with respect to the app context instead of as isolated gestures.
For instance, a user’s click locations may exhibit certain pa�erns
due to the layout of the user interface. �is, however, does not mean
the detection is only performed when this speci�c app is being used.
It serves as an example of how the operating system on the device
can model user gestures with regards to di�erent contexts. More-
over, some common gestures such as swipes are app-independent
and can be applied to other apps. Further, many apps share similar
layout as we will discuss shortly. �e app we experiment with is an
open-sourced Hacker News Android app [22]. �e app is a popular
client on mobile devices for browsing YC Hacker news [19]. We
show the layout and functions of the app in Figure 1. For content
display and delivery, the app renders a list of news articles for
users to scroll and browse. One reason we choose to experiment
with this app lays in the fact that it provides adequate functions
such as article �ltering by category, upvoting/downvoting, sharing
and bookmarking, with which the app enables ample interactions
between the app and its users, creating opportunities of �nding
e�ective pa�erns to distinguish the owner from unauthorized users.

�is app manifests typical design principles of mobile apps on
the market. For instance, it employs the list-plus-menu-bar layout
that is especially suitable for content display and page transition on
small-screen devices. Hence, although our approach is presented
based on this app, the underlying techniques can be generalized
to many other apps. �is means the system can keep collecting
touchscreenmeasurementswhen the a�acker is using di�erent apps
on the device or simply swiping on the home screen, providing
continuous authentication. In our model, we leverage a user’s click
and swipe pa�erns as features since they are two fundamental
gestures to interact with apps on a mobile device.

To obtain experimental data, we instrument the app so that it
records user interactions with the app. Additionally, we set up
a server to collect usage-related measurements. �e app stores
those measurements locally on the device before uploading them
to our server. Our instrumented code only runs when the app
is open, which reduces runtime overhead and prevents draining
ba�ery. Moreover, the data �le is uploaded only through WiFi
networks to avoid cellular data transfer. �e instrumented code
collects timestamped measurements of user actions while using the
app, including clicks and swipes.

3.3 Touchscreen Data Format
In this paper, to model a user’s usage pa�ern, we leverage click
and swipe data. When using our experimental app, users have to
swipe on the screen to scroll the list of news articles in order to
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Figure 2: We present an overview of the cross-device authen-
tication process, in which the owner behavioral model is
trained onold devices and subsequently applied to bootstrap
continuous authentication on new devices.

�nd an article of interest. �en, they click on the article title to
proceed to the article page. To support normal functions of a mobile
device, when we touch the screen of a device, dedicated hardware
automatically generates data record and reports it to the operating
system as raw events. �e system or the app further process the raw
data to understand user gestures and respond accordingly. Taking
Android as an example, each raw event contains measurements of
position, size, pressure and timestamp of a screen touch. Position is
measured in terms of pixels along two dimensions of the device. It
is �ne-grained, while size and pressure information is less accurate.
Some devices do not have a dedicated sensor for pressure measure-
ments. �erefore, they either report a constant value or simulate a
value from the size measurement.

In our data �les, clicks and swipes are recorded using the follow-
ing format

timestamp,x pos,y pos,pressure,size.
A click is one single tap on the screen, while a swipe consists of a
sequence of taps. We can segment a tap series into individual clicks
or swipes based on inter-click intervals.

To obtain ground truth, we modify the app so that each user is
prompted for login credentials the �rst time the user opens the app
on a device. A user is required to register username and password
which are later used to log into the app on other devices. We can
therefore obtain labeled data for our experiment.

4 BEHAVIOR-BASED CROSS-DEVICE USER
AUTHENTICATION

In this section, we present our cross-device authentication mecha-
nism as shown in Figure 2. With thoughtful design of data manipu-
lation and feature engineering, the approach aims to extract useful
behavioral pa�erns that persist across multiple devices.

4.1 Measurement Calibration
Hardware di�erences introduce inherent dissimilarity of measure-
ments across devices. Instead of leaving it fully to our learning
model to automatically compensate for the di�erence, we calibrate

some di�erence beforehand using heuristics and domain knowl-
edge. To give an example, for the pressure and size data, sensors
on di�erent devices have distinct sensitivity and measurement ref-
erence. With the tap data of the same user on di�erent devices,
we can learn the relative di�erence across devices and normalize
the data in terms of mean and variance. For the position of clicks,
we create relative values in addition to the deterministic values
to facilitate generation of features that focus on relative positions.
�e calibration is generally helpful even for devices of the same
model since sensory measurements might not be aligned across
them because of hardware di�erences.

4.2 Feature Engineering
Before training a model, we handcra�ed useful features. Among
all sensory measurements, we rely on user clicks and swipes in
this paper. �ey are two primary gestures of users to interact with
devices. In Figure 3, we visualize the clicks and swipes of three
users on two devices.

In our app, there are icons for users to click on. Since icon
positions are �xed, their corresponding click measurements have
negligible variance on position, and are thus less favorable as fea-
tures. For articles, users scroll the list to �nd articles of interest, and
click on the titles. In this sense, click positions have more variance
and entropy for di�erent users. As shown in Figure 3(a), users have
di�erent click positions. User 1’s clicks spread the screen. User 2
might be le�-handed due to the imbalance to the le� side of the
screen. User 3 appears to use le� and right hand equally. Users
swipe on the screen to browse the article list. A swipe is essen-
tially a sequence of taps. We also �t a circle to each swipe to show
its radius and direction. As shown in Figure 3(b), swipes can be
another indicator of handedness; user 2 is most likely le�-handed
while users 1 and 3 are the opposite. Despite that, user 3’s swipes
have smaller radius and are more concentrated compared to user 1,
which adds further biometric information.

To obtain discriminating information from user clicks and swipes,
we create 120 features in both time domain and frequency domain.
�e features are computed from a group of clicks and swipes. We
list some of the features in Table 1.

To preliminarily assess individual features, we use each single
feature to classify users and show the area under the curve (AUC)
value in Figure 4. �e AUC value is between 0 and 1, and can indi-
cate the e�ectiveness of a feature in binary classi�cation (the higher
the be�er). We can observe that some features are relatively useful
with AUC above 0.9. For the click actions, the most important fea-
tures include the mean value and variance of click trace in vertical
and horizontal directions. Meanwhile, for the swipe actions, touch
size and pressure are also very important, as well as the mean value
and variance of swipe trace in vertical and horizontal directions.

4.3 Machine Learning Models
To detect unauthorized users in multi-device scenarios based on
behavioral pa�erns, we apply supervised learning techniques. In
this section, we describe the two machine learning models applied
in this paper: support vector machines and random forest.

4.3.1 The Support Vector Machines. SVM is a binary classi�-
cation model. It aims to �nd an optimal hyperplane that best
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ID Feature Description
f c1, f c2 �e mean of click position in vertical and horizontal directions.
f c3 �e mean of click pressure.
f c4 �e mean of click size.
f c5, f c6 �e variance of click position in vertical and horizontal directions.
f c7, f c8 Ratio of vertical clicks or horizontal clicks to all clicks.
f c9, · · · , f c28 In horizontal or vertical directions, the index (frequency) of the 10 highest FFT value of click data.
f c29, f c33, f c37 �e max, min and median values of click position in vertical direction.
f c30, f c34, f c38 �e max, min and median values of click position in horizontal direction.
f c31, f c35, f c39 �e max, min and median values of click pressure.
f c32, f c36, f c40 �e max, min and median values of click size.
f s1, f s2 �e mean of swipe trace in vertical and horizontal directions.
f s3 �e mean of pressure in swipes.
f s4 �e mean of touch area of taps in swipes.
f s5, f s6 �e variance of swipe trace in vertical and horizontal directions.
f s7, f s8 Ratio of vertical swipe or horizontal swipe actions among all swipe actions.
f s9, · · · , f s28 In horizontal or vertical directions, the index (frequency) of the 10 highest FFT value of swipe data.
f s29, f s33, f s37 �e max, min and median values of swipe trace in vertical direction
f s30, f s34, f s38 �e max, min and median values of swipe trace in horizontal direction
f s31, f s35, f s39 �e max, min and median values of swipe pressure
f s32, f s36, f s40 �e max, min and median values of swipe touch area
f s41 �e angle of moving during swiping
f s42, f s46, f s50, f s54 �e mean, max, min and median values of velocity during swiping in vertical direction
f s43, f s47, f s51, f s55 �e mean, max, min and median values of velocity during swiping in horizontal direction
f s44, f s48, f s52, f s56 �e mean, max, min and median speeds of swipe pressure change
f s45, f s49, f s53, f s57 �e mean, max, min and median speeds of swipe touch area change
f s58 �e acceleration of moving during swiping in vertical direction
f s59 �e acceleration of moving during swiping in horizontal direction

Table 1: We summarize our features engineered from user clicks and swipes. �e features include common statistics and fre-
quency domain components. �ey capture characteristics of users interacting with the experimental app, and ful�ll transfer
of behavioral models across mobile devices.

separates data from two classes. Given two-class training data
(y1,x1), · · · (yl ,xl ), where yi = ±1, ∀i are class labels, xi ∈ Rn , ∀i
are training feature vectors, it optimizes the following weighted
sum of the regularization term and training losses:

min
w,b

1
2w

Tw +C
l∑
i=1

max(1 − yi (wTϕ(xi ) + b), 0),

where C is the penalty parameter, w is the model weight and b is
the bias term. ϕ(xi ) is a projection function which can map the
feature vector xi to a higher dimensional space, to improve the
class separability.

�e decision value is de�ned by f (x) = wTϕ(x)+b. In prediction,
given a test data with feature vector xk , if f (xk ) > 0, we predict it
as +1, otherwise we predict it as −1.

4.3.2 The Random Forest. Another type of machine learning
model we study is random forest. It combines the results from
multiple decision trees. Depending on whether the label is cate-
gorical or continuous value, it can address either classi�cation or
regression problems.

In decision tree, the feature space is split by a tree structure. Ev-
ery time when we split the space by some dimension, we choose the

dimension leading to highest information gain a�er spli�ing. Ap-
propriate reducing depth of tree, which is referred as Tree Pruning,
can e�ectively avoid over��ing in practice.

�e random forest model consists of multiple decision trees. In
classi�cation problem, mode of the classes by individual trees is
output. In a regression problem, mean prediction by individual
trees is the prediction. �is ensemble technique can also e�ectively
help avoid over��ing, which can be caused by the extreme depth
of some individual decision tree models.

When the data is imbalanced, we can provide each data sample
with a weight associated with classes to the random forest model.
In detail, if the ith training sample belongs to class j , the weightwi
for the ith training sample is

l

nc lasses × lj

where l is the amount of training data, lj is the amount of training
data in class j , and nc lasses is the number of classes in this problem.
With this weighting method, the random forest will give higher
weights to those samples appearing less frequently in the training
dataset.
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(b) A swipe is a sequence of taps. In the �gure, for each user on each
device, we randomly select 15 swipes for illustration. We �t a circle
to each swipe to show its radius and direction.

Figure 3: To provide some visual insights, we depict users’
taps on screen when clicking on article titles, and swipes
when scrolling the article list, which are randomly and uni-
formly sampled from each user’s tap and swipe data.

5 EXPERIMENTAL RESULTS
In this section, we present our experimental results to demonstrate
the feasibility of cross-device anomaly detection. We aim to show
how a device can distinguish its owner from other users such as
family, friends and strangers, by leveraging a classi�cation model
obtained by another device of the owner. We start with a description
of our data collection and experimental se�ings including 1) howwe

Fig. 4: To roughly evaluate the effectiveness of our features,
we use each single feature separately to classify users and
compare the AUC of each feature on the click data and
swipe data, respectively. The x-axis gives the feature index
while the y-axis shows the corresponding AUC. Some features
outperform the others, achieving the AUC of over 0.9.

larization term and training losses:

min
w,b

1

2
wT w + C

lX

i=1

max(1 � yi(w
T�(xi) + b), 0),

where C is the penalty parameter, w is the model weight and
b is the bias term. �(xi) is a projection function which can
map the feature vector xi to a higher dimensional space, to
improve the class separability.

The decision value is defined by f(x) = wT�(x) + b. In
prediction, given a test data with feature vector xk, if f(xk) >
0, we predict it as +1, otherwise we predict it as �1.

If we reduce the user identification problem to a binary
classification problem, the dataset will usually be extremely
imbalanced. For example, if we regard target user’s data as
positive, and regard other users’ data as negative, the size

of negative dataset can be extremely large compared to the
positive dataset. We examine a simple yet easy-to-implement
cost-sensitive strategy to solve this problem. In contrast to
traditional SVMs, it optimizes the following loss function.

min
w

1

2
wT w

+ C+
lX

i=1

max(1 � yi(w
T�(xi) + b), 0)�(yi > 0)

+ C�
lX

i=1

max(1 � yi(w
T�(xi) + b), 0)�(yi  0)

where C+ and C� are the cost for positive class and negative
class separately, and �(x) is an indicator function:

�(x) =

(
1, if x is true,
0, otherwise

. (1)

We set C+ as the number of positive instances while C� is
the number of negative instances.

To mitigate the aforementioned problem of class imbalance,
we can also select the threshold T for decision value when
making predictions. In prediction, given a test data with feature
vector xk, if f(xk) > T , we predict it as +1, otherwise we
predict it as �1. This T can be selected on a validation dataset.

2) Random Forest: Another type of machine learning
model we study is Random Forest. It ensembles the results
of multiple Decision Trees. Depending on whether the label
is class or continuous value, it can address either classification
or regression problem.

In Decision Tree, the feature space is split by a tree struc-
ture. Every time when we split the space by some dimension,
we choose the dimension leading to highest information gain
after splitting. Appropriate reducing depth of tree, which is
referred as Tree Pruning, can effectively avoid overfitting in
practice.

The Random Forest model consists of multiple Decision
Trees. In classification problem, mode of the classes by indi-
vidual trees is output. In a regression problem, mean prediction
by individual trees is the prediction. This ensemble technique
can also effectively help avoid overfitting, which can be caused
by the extreme depth of some individual Decision Tree models.

IV. EXPERIMENTAL RESULTS

In this section, we present our experimental results to
demonstrate the feasibility of cross-device anomaly detection.

We start with a description of our data collection and
experimental settings including 1) how we train a model on
one single device, 2) how we apply the model on other devices
to detect abnormal users. We assess our approach by widely-
used criteria such as AUC and F1 score. We report the
cross-device detection performance of our approach, and also
contrast it to the performance of anomaly detection on single
devices.

Fig. 4: To roughly evaluate the effectiveness of our features,
we use each single feature separately to classify users and
compare the AUC of each feature on the click data and
swipe data, respectively. The x-axis gives the feature index
while the y-axis shows the corresponding AUC. Some features
outperform the others, achieving the AUC of over 0.9.

larization term and training losses:
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w,b
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wT w + C
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i=1

max(1 � yi(w
T�(xi) + b), 0),

where C is the penalty parameter, w is the model weight and
b is the bias term. �(xi) is a projection function which can
map the feature vector xi to a higher dimensional space, to
improve the class separability.

The decision value is defined by f(x) = wT�(x) + b. In
prediction, given a test data with feature vector xk, if f(xk) >
0, we predict it as +1, otherwise we predict it as �1.

If we reduce the user identification problem to a binary
classification problem, the dataset will usually be extremely
imbalanced. For example, if we regard target user’s data as
positive, and regard other users’ data as negative, the size

of negative dataset can be extremely large compared to the
positive dataset. We examine a simple yet easy-to-implement
cost-sensitive strategy to solve this problem. In contrast to
traditional SVMs, it optimizes the following loss function.
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where C+ and C� are the cost for positive class and negative
class separately, and �(x) is an indicator function:

�(x) =

(
1, if x is true,
0, otherwise

. (1)

We set C+ as the number of positive instances while C� is
the number of negative instances.

To mitigate the aforementioned problem of class imbalance,
we can also select the threshold T for decision value when
making predictions. In prediction, given a test data with feature
vector xk, if f(xk) > T , we predict it as +1, otherwise we
predict it as �1. This T can be selected on a validation dataset.

2) Random Forest: Another type of machine learning
model we study is Random Forest. It ensembles the results
of multiple Decision Trees. Depending on whether the label
is class or continuous value, it can address either classification
or regression problem.

In Decision Tree, the feature space is split by a tree struc-
ture. Every time when we split the space by some dimension,
we choose the dimension leading to highest information gain
after splitting. Appropriate reducing depth of tree, which is
referred as Tree Pruning, can effectively avoid overfitting in
practice.

The Random Forest model consists of multiple Decision
Trees. In classification problem, mode of the classes by indi-
vidual trees is output. In a regression problem, mean prediction
by individual trees is the prediction. This ensemble technique
can also effectively help avoid overfitting, which can be caused
by the extreme depth of some individual Decision Tree models.

IV. EXPERIMENTAL RESULTS

In this section, we present our experimental results to
demonstrate the feasibility of cross-device anomaly detection.

We start with a description of our data collection and
experimental settings including 1) how we train a model on
one single device, 2) how we apply the model on other devices
to detect abnormal users. We assess our approach by widely-
used criteria such as AUC and F1 score. We report the
cross-device detection performance of our approach, and also
contrast it to the performance of anomaly detection on single
devices.

Figure 4: To brie�y evaluate the e�ectiveness of our features,
we use each single feature separately to classify users and
compare theAUC of each feature on the click data and swipe
data, respectively. �e x-axis gives the feature index while
the y-axis shows the correspondingAUC. Some features out-
perform the others, achieving the AUC of over 0.9. �e vari-
ous features can collectively enable cross-device authentica-
tion of mobile users.

train amodel on one single device and 2) howwe apply themodel on
other devices to detect unauthorized users. We assess our approach
by widely-used criteria such as AUC and F1 scores. We report the
cross-device authentication performance, and also contrast it to the
performance of anomaly detection on single devices. Moreover, we
provide analytic results regarding several practical considerations
in applying the approach to real practice.

5.1 Data Collection
In this cross-device authentication study, each subject uses the ex-
perimental app on four models of devices: Nexus S, Nexus 4, Nexus
7-2012 and Nexus 7-2013. For each model, a subject is required to
use the app on two devices of that model. In total, we obtain usage
data of each subject on eight devices. �ough it is rare for a real user
to own eight devices, with this setup we do not actually mean for
them to have eight devices. Four pairs of di�erent devices allow us
to study usage behaviors of each subject on 1) identical devices, 2)
same type but di�erent models (Nexus S phone vs. Nexus 4 phone),
and 3) di�erent types of devices (Nexus 4 phone vs. Nexus 7 tablet).

In addition to behavioral pa�erns of each subject across eight
devices, we also need to study the variation of behaviors on the
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ID Model Type Screen Size
P1a Nexus S Phone 400 × 800
P1b Nexus S Phone 400 × 800
P2a Nexus 4 Phone 768 × 1184
P2b Nexus 4 Phone 768 × 1184
T1a Nexus 7 (2012) Tablet 800 × 1205
T1b Nexus 7 (2012) Tablet 800 × 1205
T2a Nexus 7 (2013) Tablet 1200 × 1824
T2b Nexus 7 (2013) Tablet 1200 × 1824

Table 2: We list all eight devices in our experiment which
will be referred to by their ID in later sections. �e devices
are of di�erent types and screen sizes that are believed to
a�ect user behaviors.

same devices by di�erent subjects. To this end, we recruit twenty
subjects from di�erent demographic groups to participate in the
data collection, giving essentially 160 sets of usage data in terms
of the 〈user ,device〉 pair. With the data, we are able to study inter-
user, intra-user, inter-device and intra-device behavioral similarity
or di�erence. �at said, we admi�edly note that it is favorable to
includemore devices and subjects into this user study. However, our
e�ort is limited by the constraints of time and hardware. We do not
have dozens of mobile devices for simultaneous data collection from
many subjects, and collecting data on eight devices for even one
user is already time-demanding. In this paper, we hope to deliver
proof-of-concept results on cross-device authentication, which we
believe can be ful�lled with the 160 sets of usage data.

A�er we distribute devices to a subject for data collection, we
do not give speci�c instructions to use the experimental app other
than a basic introduction of the app. �ey use the app in accordance
to their own preference and habit. In this fashion, we hope the
subjects exhibit their own pa�erns in the usage that are not biased
by any particular recipe. For the twenty subjects, we have collected
hundreds to thousands data points of clicks and swipes.

Last, due to limited resources, the device models we use are only
a small portion of all device models. �e four device types in our
experiment consist of phones and tablets of di�erent models, sizes
and hardware. Although they are not completely representative of
all devices, they present di�erences we hope to have and deliver
meaningful results.

5.2 Settings and Evaluation Criteria
For one device, we choose Ns = 1 subject in our dataset as the
owner and treat the other subjects as unauthorized users. In our
experiment, we have all twenty users use the app on each device so
that we have negative instances for each device during the training
phase. In most real world circumstances, although only the owner
uses her device, the app can still easily obtain negative training
instances for that device by using the data of other users on their
own devices of the same model.

Our experiments focus on two scenarios: single-device and cross-
device authentication. For the single-device case, the training and
test data is from the same devices. We split the data from each
device, and use 75% of the data as training samples and the rest

as test samples. In the cross-device scenario, the training and test
data is from di�erent devices. We defer details to the corresponding
sections about the two scenarios. Additionally, we also evaluate the
e�ect of Ns on the authentication performance as it is possible that
several users share one device. In this case, there are more than
one owner. �e positive training instances are from multiple users.

�e performance of authentication is evaluated bymetrics includ-
ing area under the curve (AUC) and F1 score. �eAUC is de�ned as
the area of the region under the ROC curve, where the ROC curve
is used to show the performance of a binary classi�er against its
classi�cation threshold. �e x-axis of the ROC curve is the false
positive rate and the y-axis is the true positive rate. �e F1 score is
de�ned as:

F1 =
2TP

2TP + FP + FN ,

where TP is the true positive, FP denotes the false positive, FN is
the false negative.

In anomaly detection, if an unauthorized user is classi�ed as
owner, it is considered as a false positive. Meanwhile, if the true
owner is classi�ed as owner, it is regarded as a true positive. Clas-
si�ers can be tuned to accommodate di�erent requirements for
the true positive, false positive, true negative and false negative.
In addition to these common evaluation metrics, there are some
more statistically robust metrics such as the Gini coe�cient [7] that
can capture di�erent error distributions and hence provide more
insights for performance evaluation and feature selection.

5.3 Unauthorized User Detection on Single
Devices

We start with a basic scenario, where the device a�empts to detect
unauthorized users on each single device. �ough it is not the
primary focus of this paper, the results can be contrasted with
the cross-device scenario for readers to be�er understand how the
proposed approach performs for cross-device authentication. We
�rst give an example to explain our setup for the experiment. To
evaluate the authentication performance on device P1a, we choose
user 1 as its owner, and other subjects as unauthorized users. To
train the classi�cation model, we use 75% of user 1’s data as positive
instances and 75% of other users’ data as negative instances. Model
evaluation is conducted on the remaining 25% of data. �en we
iteratively choose each user as the owner and repeat the training
and test process. �e �nal result for each device is an average value
over all twenty users.

We show theAUC values of the random forest model on all eight
devices in Figure 5. We can observe that it achieves AUC scores
from 0.80 to 0.96 with both click and swipe features. �e click
features o�er more discriminating power, while on some devices
the swipe features are more e�ective. Previous research shows that
swipe pa�ern is a be�er indicator of user identity than click pa�ern.
However, in our experiment, clicks can be equally important, and
even outperforms swipes in some cases. �is is because we employ a
real-world app so that user clicks have more contextual information
given the context of the app. For example, users scroll a list of
articles and then click on an article of interest. �e click position
is not �xed due to the context of the app. �is variation provides
entropy for distinguishing di�erent users. In this sense, a click is
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Figure 5: We plot theAUC and F1 score of unauthorized user
detection on each of the eight devices. We also contrast the
performance when only click features, only swipe features,
and both types of features are used, respectively.

no longer merely a tap on the screen. We can create more features
based on user clicks with respect to app context. In terms of F1
score, for most devices, our approach achieves higher than 0.87
value. Click and swipe features contribute similar performance. A
fusion of the click and swipe features enhances the performance
on some devices, while the improvement is marginal on the others.
�is might be caused by the poor quality of one type of features.
If some features cannot well represent the usage behaviors or the
behavioral pa�erns are inconsistent in terms of these features, the
incorporation of them can bring no bene�t or even compromise
the discriminating power of the model.

Furthermore, we evaluate the performance of di�erent machine
learning models with three feature se�ings: only click features,
only swipe features, and both click and swipe features.

Table 3 shows the AUC and F1 scores of di�erent machine learn-
ing models. We �nd that random forest provides the best perfor-
mance in this classi�cation task. Especially, it outperforms other
machine learning models signi�cantly in the case where only click

Models Click Swipe Both

AUC

Kernel SVM 0.7923 0.8094 0.8785
Decision Tree 0.6974 0.5392 0.6650
Random Forest (10 trees) 0.8711 0.7864 0.8742
Random Forest (50 trees) 0.8711 0.7864 0.9012
Random Forest (100 trees) 0.8711 0.7864 0.9013

F1

Kernel SVM 0.9543 0.9538 0.9541
Decision Tree 0.4878 0.4853 0.4864
Random Forest (10 trees) 0.6483 0.6822 0.6607
Random Forest (50 trees) 0.8608 0.8545 0.8666
Random Forest (100 trees) 0.8979 0.8889 0.9045
Random Forest (400 trees) 0.9382 0.9439 0.9440

Table 3: We compare the AUC and F1 scores of di�erent ma-
chine learning models with di�erent features. Random for-
est provides the best performance among all classi�ers con-
sidered in our experiment.

data is available. In the case where only swipe data is available,
random forest gives similar performance as kernel SVM model. We
can also observe that as the number of trees increases in the random
forest model, we obtain improvements in the AUC value. For the
sake of space, in the following experiments, we will use the random
forest model as our classi�er.

5.4 Unauthorized User Detection Across
Multiple Devices

In this section, we present our results for the multi-device scenario.
One device leverages the user behavior model obtained on another
device to perform authentication. �e training phase is similar to
that in the single device scenario. �e learned model is therea�er
applied to a new device and tested using sensory data collected on
that new device.

Considering the diversity of those devices, we present the perfor-
mance for each device in Figure 6. �e results are averaged across
all twenty users. �e model obtained on one device is applied to
the other seven devices. We can observe that in the multi-device
scenario, the detection performance is sensitive to the pair of mo-
bile devices used for training and test. If the two mobile devices
are of the same model, we can typically expect high AUC values
since user behaviors are likely to be consistent across them. For
example, if the model is trained on device P1a, we can observe a
higher AUC score on the test data collected from device P1b than
that on the data from the other devices. Similar observations can be
found between device P2a and P2b. �e behavior similarity can be
explained by the fact that devices of the same model share identical
size and the same touchscreen sensors. As a result, the training
data and test data is more likely to follow the same statistical distri-
bution. �is property facilitates behavior modeling and improves
authentication performance.

However, this observation is not strictly true. For example, our
approach achieves lower performance for device pair (T1a, T1b) and
(T2a, T2b) compared to device pair (P1a, P1b) and (P2a, P2b). �e
reason might be that compared with small-screen mobile phones,
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Figure 6: �e AUC and F1 score of authentication cross de-
vices. Each row (column) represents a device. We report the
AUC in (i, j)where training data is from device i and test data
from device j.

tablets have larger screens which render user behaviors on the
touchscreen relatively diverse and unpredictable.

At the end of this section, we summarize the average detection
performance on single device and cross devices in Table 4 given
di�erent sets of features. In general, we �nd that AUCsingle >
AUCcross. �is inferior performance in the cross-device scenario
can be explained by the di�erences in user behaviors across multi-
ple devices and therefore the gap between the distributions of the
training data and test data. Another observation is that in the cross
devices scenario, the click features are still very useful for distin-
guishing users. Clicks bear contextual information with regard to
the layout of the app (positions of clicks) and exhibit consistency
across di�erent devices. Swipe features underperform probably be-
cause swipe is a more complex gesture with more variations which
may not maintain across devices. Moreover, screen size might have
greater impact on the swipe gesture.

Scenarios Click Swipe Both

AUC
Single-Device 0.8725 0.7986 0.9135
Cross-Device 0.8053 0.7023 0.8104

F1
Single-Device 0.8987 0.9083 0.9132
Cross-Device 0.8967 0.8958 0.9052

Table 4: For single-device and cross-device authentication,
we compare the AUC and F1 scores in the presence of di�er-
ent features.

5.5 Practical Considerations
In this section, we extend our discussion to cover some practical
considerations for the mechanism to be applied to real practice. To
this end, we investigate the following questions with the data we
collected.

(1) How much click or swipe data is su�cient for our system
to detect unauthorized users? (Section 5.5.1)

(2) To build an e�ective detector, how should we select our
training data? (Section 5.5.2)

(3) What if a mobile device is owned by more than one user?
(Section 5.5.3)

5.5.1 Required Clicks or Swipes. In applications of using the
click or swipe data to detect unauthorized users, we would like to
study the e�ects of test data size N on the performance. We prefer
a small N for prompt detection. If someone is using an insensitive
app, the device can wait a longer time for more behavioral data.

To detect unauthorized users in an online fashion, a classi�cation
decision is made a�er every click or swipe.

Models are obtained on one device and then applied to another.
We report the AUC scores of three di�erent scenarios: a) only
click data is available, b) only swipe data is available, c) both click
and swipe data is available. In the experiments, the app gradually
receives more data and reports the major prediction on test data.
We apply the data of all 19 unauthorized users to test this online
detection scheme. We calculate the recall of unauthorized users,
which is de�ned as the number of correctly detected unauthorized
users divided by 19.

Figure 7 shows the results. We can observe that as the amount
of test data increases, our model enjoys higher AUC values of
unauthorized users. Similar as the observations in Section 5.4, the
click data is more helpful than swipe data to identify unauthorized
users on new devices where the labeled data is very limited. In the
case when the test data amount is extremely small, the click data is
more valuable to help identify unauthorized users.

5.5.2 The Amount of Training Data. In this section, we will
discuss the e�ects of training data on the detection performance.
Due to the diversity in devices, the engineered features across
di�erent devices have diverse distributions. An e�ective way to
improve the performance is to include more data for training.

For example, when the system performs detection on a Nexus
phone, we have two di�erent strategies to train the model for
classi�cation.

• Strategy 1: We can train the model on the user’s data from
this Nexus phone. �e training data’s distribution may be
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Figure 7: We show the AUC scores in online detection when
the amount of validation data increases. �e detection per-
formance gets enhanced withmore data observed. However,
it �attens out gradually.

Figure 8: �e AUC score changes as there is more training
data. �e outcome of adding training data from more de-
vices can be complicated as user behaviors vary across de-
vices.

very similar to the test data. However, labeled data for this
particular user on this Nexus phone may be limited.

• Strategy 2: We can train the model on the user’s data from
all types of devices he used. �e distribution of the training
data is diverse yet might be slightly di�erent from the test
data. However, the labeled data for this particular user are
fruitful.

In our experiments, each time we �x one device for test and use
the data from other devices to train our model. We increase the
number of devices in training data and report AUC on test data.
We run this experiment for every device and show the average
AUC . Figure 8 compares the results of the two di�erent strategies.
In x-axis we change the number of devices in the training data
and in y-axis the AUC is reported. Generally, given a device for
test, adding more data is helpful to improve the authentication
performance. However, more data may not always help on some

Figure 9: �eAUC score decreases when the number of own-
ers increases. �e increased complexity of behavioral pat-
terns introduced by di�erent users can confuse the authen-
tication algorithm.

devices where users’ click and swipe actions are di�erent from
those in other devices.

5.5.3 Multiple Owners For One Device. We also consider real
world scenarios where mobile devices may have multiple owners.
Consider an example of all members of a family sharing a tablet
at home. It is worthy of investigation the case where positive data
comes from more than one user on a single device.

Figure 9 depicts the AUC values against increasing number of
owners. We observe that as the number of users increases, theAUC
score decreases. �e result indicates that the detection task becomes
more di�cult when we want to distinguish multiple owners on
one single device. �e reason is that when there are more owners,
the distribution of positive data becomes more diverse, which can
confuse the binary classi�ers since the combined behaviors hide
the pa�erns of individual users.

6 CONCLUSION AND FUTUREWORK
In this paper, we study the problem of translating models for user
authentication across multiple dissimilar mobile devices, focusing
in particular on app-independent features such as click and swipe
behavior. Previous research focuses on identifying unauthorized
users on individual devices, while we investigate whether a user
authentication model obtained on one device can be applied to
another device of that owner for the purpose of bootstrapping trust
on new devices. We collect 160 sets of real usage data. We handcra�
useful features from user clicks and swipes, which capture subtle
user behavior pa�erns that are preserved across devices. In our
experiment of detecting unauthorized users on di�erent devices,
we achieve an AUC score of 80% to 96%.

We envision several future directions to explore. First, we want
to study how user behaviors might change over time and its subse-
quent impact on user authentication. Second, we are interested in
extending our experiment to other mobile apps and devices. �ird,
it is valuable to investigate user behaviors across di�erent operating
systems such as Android vs. iOS. �is new dimension might impose
new challenges.
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